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Fig. 5. Performance of a cooperating four-cell network with ζ = 2 strong
interferers per BS. We group the four cells into two clusters φ = 2 and single
cluster φ = 4.

Fig. 6. Performance of a cooperating two-cell network with ζ = {1, 1} strong
interferers per BS in which we assume a single cell for each cluster φ = 1 and
NR = NT = 2 antennas for each BS and user. A user-based cancelation is
used. The DID soft cancelation is performed according to [4] and [5].

We also investigate a single cluster system with φ = 4, assuming UB,506
a 4 × 4 distributed MIMO system is created, and high diversity and507
array gain are obtained.508

Fig. 6 shows a system model with multiple-antenna users and BSs;509
we build a two-cell network model where each cell has a single user510
that has NT = 2 transmit antennas. The BSs for the cells also have511
NR = 2 antennas ready for detection. Each BS receives the desired512
signal as well as the interference from the adjacent cells. Due to the513
fact that two data streams are seen as an interfering signal, we use ζ =514
{1, 1} to discriminate from the single-antenna case. In this simulation,515
a user-based cancelation is used, the IC is only achieved between the516
users instead of data streams, and the cochannel interference from517
a single user remains. By using a fixed threshold ρth = 0.2 for a518
cooperative two-cell network with multiple data streams for each user,519
the DID-RMP algorithm can provide a near soft-IC performance.520

VI. CONCLUSION 521

We have discussed multiuser multicell detection through BSC in an 522
uplink high-frequency reuse scenario. DID has been introduced as an 523
interference mitigation technique for networked MIMO systems. We 524
have compared soft and hard information exchange and cancelation 525
schemes and proposed a novel hard information exchange strategy 526
based on the concept of RMP. The proposed DID-RMP algorithm 527
significantly reduces the backhaul data compared with the soft infor- 528
mation exchange while it obtains a better BER performance. 529
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Abstract—This paper considers base station cooperation (BSC) strate-5
gies for the uplink of a multiuser multicell high-frequency reuse sce-6
nario where distributed iterative detection (DID) schemes with soft/hard7
interference cancelation (IC) algorithms are studied. The conventional8
distributed detection scheme exchanges soft-symbol estimates with all co-9
operating BSs. Since a large amount of information needs to be shared via10
the backhaul, the exchange of hard bit information is preferred; however,11
performance degradation is experienced. In this paper, we consider a12
reduced message passing (RMP) technique in which each BS generates13
a detection list with the probabilities for the desired symbol that are14
sorted according to the calculated probability. The network then selects15
the best detection candidates from the lists and conveys the index of16
the constellation symbols (instead of double-precision values) among the17
cooperating cells. The proposed DID-RMP achieves intercell interference18
(ICI) suppression with low backhaul traffic overhead compared with the19
conventional soft bit exchange and outperforms the previously reported20
hard/soft information exchange algorithms.21

Index Terms—Base station cooperation (BSC), distributed iterative de-22
tection (DID), iterative (turbo) processing, multiple-input–multiple-output23
(MIMO), multiuser detection.24

I. INTRODUCTION25

The growing demand for mobile multimedia applications requires26
higher data rates and reliable links between base stations (BSs) and27
mobile users. The improvement of system capacity can be achieved28
by introducing higher frequency reuse and microcell planning [1], [2].29
In such a network configuration, higher spectral efficiency is obtained;30
however, the intercell interference (ICI) becomes dominant at the cell31
edges, particularly in an aggressive frequency reuse scenario [1], [3].32
The application of interference mitigation techniques is necessary in33
these systems to prevent a reduced data rate of the users located at the34
cell edge and improve system fairness [14], [15].35

Strategies to deal with the ICI in the system uplink include joint36
multiuser detection (JMD) [3], [8], [9], [16] and distributed iterative37
detection (DID) [5], [7], [12], [18], [19]. In terms of JMD, the BSs for38
each cell make the received signals available to all cooperating cells.39
With this setting, the receivers not only use the desired signal energy40
but also the energy from the interferers leading to a much improved41
received signal-to-interference-plus-noise ratio (SINR). Both array42
and diversity gains are obtained, resulting in a substantial increase43
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in system capacity [12]. Despite the optimality of JMD, it needs to 44
exchange all the quantized received signals between the cooperative 45
BSs via a wired or microwave backbone network, which brings about 46
huge background data traffic [2], [5]. To reduce the backhaul traffic, 47
clusters may be applied, a group of BSs can form a cluster, and 48
the JMD can be performed in a central unit. The information is 49
exchanged within the cluster, which reduces the backhaul and the 50
complexity. However, the JMD-based structure has many restrictions: 51
1) the performance degrades at the boundaries of the clusters; 2) the 52
central units are required to support a large number of users in the 53
cluster that introduces high detection complexity; and 3) it requires 54
transmission of quantized received signals over the wired network to 55
the central unit that causes high backhaul traffic [1], [5]. 56

To circumvent the aforementioned problems, an advanced interfer- 57
ence mitigation technique for distributed receivers is introduced. A 58
DID structure is presented as an alternative to JMD for cooperative 59
detection with affordable backhaul traffic between cooperating BSs 60
[4], [5], [12]. With the DID scheme, iterative processing is performed 61
at the network level. The receiver detects each user stream in its 62
corresponding cell and iteratively refines the estimate of the trans- 63
mitted symbol with the help of the information provided by other 64
cooperating cells. Each BS detects the desired user/stream only, the 65
other interfering signal is canceled or treated as noise [10], [13]. The 66
output of the receiver is used to reconstruct the transmitted symbol, and 67
this estimate is conveyed to the cooperating BSs. Each BS exchanges 68
its estimates with the neighbors, the reconstructed interferers are 69
canceled from the received signal, and the power of the interference 70
reduces as more iterations are performed. With DID, the detection 71
complexity is restricted to the number of data streams inside the cell 72
[5]. Despite their advantages, DID techniques have the drawback that 73
the interference cancelation (IC) is performed at the network level, the 74
exchange of soft information brings about high backhaul traffic, and 75
the iterative detection delay must be minimized. 76

In the remaining part of this paper, we focus on interference miti- 77
gation techniques [7], [14], [15] dealing with the multiuser multicell 78
detection through BS cooperation (BSC) in an uplink interference- 79
limited aggressive frequency reuse scenario. In the proposed DID 80
with reduced message passing (DID-RMP) algorithm, the cooperating 81
BSs exchange information while performing interference mitigation 82
based on single-user or multiuser detection. Instead of exchanging 83
the soft estimates introduced in [5], [10], and [12], the proposed 84
algorithm generates a sorted list containing the probability of the 85
constellation symbols given the channel information. The indexes of 86
the constellation symbols with high probability are exchanged via the 87
backhaul link. A selection unit (SU) is also proposed in the network to 88
provide the best candidates from the list. The indexes are exchanged 89
among the BSs in an iterative manner, and the system improves the 90
estimate of the desired signal with each iteration loop. The indexed 91
interference at the cooperating BSs is subtracted from the received 92
signal, resulting in a reduced interference level and more reliable data 93
estimates. The simulation results indicate that the proposed DID-RMP 94
scheme is able to outperform the soft-symbol cancelation technique 95
reported in [5] and [12] while requiring much less backhaul traffic. 96

This paper is structured as follows. The system and data model is 97
presented in Section II. In Section III, the iterative detection with RMP 98
is discussed, which also involves soft/hard interference subtraction and 99
the proposed index-based subtraction. The simulation results and the 100
conclusions are presented in Sections IV and V, respectively. 101
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II. DATA MODEL OF A NETWORKED102
MULTIPLE-INPUT–MULTIPLE-OUTPUT CELLULAR SYSTEM103

We consider an asymmetric multiuser scenario of a networked104
MIMO cellular system. We assume that the cellular network can detect105
groups of users that are received by several cooperating BSs [4], [5],106
[7]. We consider that a number of φ cells are grouped into one cluster,107
that the diversity and array gains can be obtained inside the cluster, and108
that the interference among the clusters is mitigated through the109
application of DID schemes. Since we are interested in mitigating110
the intercluster interference, to simplify our description, we consider111
the special case φ = 1, where each cell represents a cluster. The112
scenarios with more cells in the cluster φ > 1 are straightforward.113

Let us consider an idealized synchronous uplink single-carrier114
narrow-band cellular network that aims to capture most of the features115
of a realistic wireless system with respect to the interference and the116
need for backhaul. We define M as the number of cooperating BSs117
and K as the number of users in the cooperating cells, and assume the118
users and BSs have a single transmit antenna. Extensions to multiple119
antennas are straightforward and are considered later on. In networked120
MIMO systems, a limited number of cells can work together in order121
for the backhaul overhead to be affordable [11]; by increasing the122
number of cooperating cells, a higher number of interfering links are123
expected to be dealt with. The increased backhaul traffic is a direct124
consequence of the BSs dealing with a higher number of interferers.125
Therefore, the number of cooperating cells should be limited. In this126
system, the transmitted data of each user are protected by the channel127
codes separately. A message vector mk from user k is encoded by128
a channel code before a bit interleaving operation. The resulting bit129
sequence bk has Q entries, and k = 1, 2, . . . ,K are the indexes of the130
interfering users. The sequence is then divided into groups of J bits131
each, which are mapped to a complex symbol vector as the output132
of the user k; this operation is denoted sk = [sk, 1, . . . , sk,Qs ] =133
map(bk), where Qs = Q/J , and each entry of sk is taken from a134
complex constellation A with power E{|sk, j |2} = σ2

s .135

A. Data Model for Single-Antenna Users and BSs136

A K × 1 symbol vector s[i] = [s1[i], s2[i], . . . , sK [i]]T is trans-137
mitted simultaneously by all K users. At BS m, the received symbols138
rm[i] are given by139

rm[i] = gm[i]s[i] + vm[i], 1 ≤ i ≤ Qs (1)

where gm[i] ∈ C
1×K , m = 1, . . . ,M ; the entry [i] is the time index;140

and vm[i] denotes the additive zero-mean complex Gaussian noise141
with variance E{v[i]v[i]∗} = σ2

v .142
The entries of the 1 ×K row vector gm are the element-wise143

product of hm, k and
√
ρm, k, where hm, k is the complex channel144

realization from the kth user to the mth BS with independent and145
identically distributed (i.i.d.) CN (0, 1). The coefficients ρm, k reflect146
the path loss with respect to BS m and user k. Similarly to [5], we147
separate rm[i] into four terms expressed by148

rm[i] = gm, dsd[i] +
∑
n∈Cm

gm,nsn[i] +
∑
n∈Ĉm

gm, oso[i] + v[i],

=
√
ρm, dhm, dsd[i] +

√
ρm,n

∑
n∈Cm

hm,nsn[i]

+
√
ρm, o

∑
n∈Ĉm

hm, oso[i] + v[i] (2)

where the first term denotes the desired signal (indexed by d), and the149
second and third terms denote the strong interference and the weak150
interference (indexed by n and o, respectively). Coefficients ρn and151

ρo characterize the channel gains with strong and weak interferers, re- 152
spectively. The set of indexes of all strongly received interference at BS 153
m is denoted Cm and the weakly received interference is denoted Ĉm. 154

It is shown in [4] and [5] that the strongest interferers dominate the 155
total ICI. In this model, we constrain the number of strongly received 156
signals to mn ≤ 5. For example, in a system with K = M = 4, the 157
number of strong interferers ζ = 2, the weak interference ρm, o is 158
equal to zero, and the desired user is denoted ρm, d = 1; then, the 159
coupling matrix is formed as 160

P =

⎡
⎢⎣

1 ρm,n ρm,n 0
0 1 ρm,n ρm,n

ρm,n 0 1 ρm,n

ρm,n ρm,n 0 1

⎤
⎥⎦ . (3)

The coupling matrix P is introduced to describe the configuration 161
of an interference model of a multiuser multicell system. Its diagonal 162
values indicate the power of the link between the BS and the user 163
within the local cell. The off-diagonal values denote the power of 164
interfering links between the BS and the interfering users from other 165
cells. The channel realization of the whole cooperative system G is 166
obtained by the element-wise product of P and H with the elements 167
hm, k following i.i.d. CN (0, 1). 168

In this configuration, we assume the BSs have the ability to know 169
from which cells the interfering signals are coming. The BS in the 170
desired cell then notifies the BS of the interfering cells and obtains the 171
estimated transmit signal from that cell to perform IC. The exchanged 172
interfering information is transmitted via a wired backhaul that con- 173
nects all the BSs in the network. 174

The SNR is defined as the ratio of the desired signal power at the 175
receiver side and the noise power, which is mathematically described 176
as SNRd := 10 log10(E{‖hm, dsd‖2})/E{σ2

v}. Let us also denote 177
the average signal-to-interference ratio (SIR) of the desired user k as 178
follows: 179

SIRd := 10 log10

× E {‖gm, dsd‖2}∑
n∈Cm

E {‖gm,nsn‖2}+
∑

n∈Ĉl
E {‖gm, oso‖2}

. (4)

B. Data Model for Multiple-Antenna Users and BSs 180

Here, a data model for networked MIMO systems in which the users 181
and BSs are equipped with multiple antennas is discussed. The scalar 182
rm[i] and vector gm[i] in (1) are now described in the vector rm[i] 183
and matrix Gm[i] forms, respectively, as given by 184

rm[i] = Gmz[i] + vm[i] (5)

where rm ∈ C
NR×1 is the received vector for the mth BS, 185

and Gm ∈ C
NR×KNT is the combined channel matrix with 186

Gm = [Gm,1, . . . ,Gm, k, . . . ,Gm,K ], where Gm, k ∈ C
NR×NT 187

denotes the channel between user k and BS m. Note that each user 188
has NT transmit antennas, and each BS has NR receive antennas. The 189
quantity z ∈ C

KNT×1 is the collection of the data streams from the 190
K users z = [sT

1 , . . . , s
T
K ]T and sk ∈ C

NT×1. Equation (2) can be 191
rewritten as 192

rm[i] =Gm, dsd[i]+
∑
n∈Cm

Gm,nsn[i]+
∑
n∈Ĉm

Gm, oso[i]+vm[i],

=
√
ρm, dHm, dsd[i] +

√
ρm,n

∑
n∈Cm

Hm,nsn[i]

+
√
ρm, o

∑
n∈Ĉm

Hm, oso[i]+vm[i] (6)
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Fig. 1. Example configuration showing a cooperating three-cell network. The
dashed lines between the transmitter and the receiver denote the ICI, whereas
the solid lines denote the desired signal.

where we assume that the NT antennas for each user have the same193
channel gain coefficients ρn and ρo. The coupling matrix given in (3)194
and the definition of SNR and SIR can be generalized accordingly.195

To simplify the description of the proposed structure and its tra-196
ditional counterparts, we first employ the single-antenna case NT =197
NR = 1 in the following.198

III. DISTRIBUTED ITERATIVE DETECTION199
WITH REDUCED MESSAGE PASSING200

Here, the decision-aided DID structure is described in detail. Earlier,201
the distributed iterative signal processing in an interference-limited202
cellular network is reviewed. In the following, the soft and hard203
parallel IC algorithms are based on the quantized estimates from the204
cooperating BSs. The end of this section is devoted to the description205
of the proposed DID-RMP.206

A. Decision-Aided Distributed Iterative Detection207

The setup for performing the distributed detection with the infor-208
mation exchange between BSs is shown in Fig. 1. The K users’ data209
are separately coded and modulated to complex symbols after bit210
interleaving. At each BS, the received signal rm[i] is the collection211
of the transmitted signal and the Gaussian noise.212

In addition, each BS equips a communication interface for exchang-213
ing information with the cooperating BSs. The information is in the214
form of a bit sequence that represents the quantized soft estimates.215
The interface is capable of transmitting and receiving information.216
Via these interfaces, each cooperating BS is connected to a device,217
namely the SU, and is ready to receive and transmit the information for218
cooperation. The proposed SU has very limited computational power219
and it can be integrated with BSs in the network.220

In each BS, a block of received signals rm[i] is used by the221
maximum a posteriori (MAP) demapper to compute the a posteriori222
probability in the form of log-likelihood ratios (LLRs), which are223
given by224

Λp
1 [bj, k[i]] = log

P [bj, k[i] = +1|rm[i]]

P [bj, k[i] = −1|rm[i]]
(7)

where the equation can be solved by using Bayes’ theorem, and we225
leave the details to [10] and [13]. The detector and the decoder are seri-226
ally concatenated to form a “turbo” structure, the extrinsic information227
is exchanged by the two soft-input–soft-output components. We denote228
the intrinsic information provided by the decoder as Λp

2[bj, k[i]], and229

the bit probability is P [bj, k[i]] = log(P [bj, k[i] = +1])/(P [bj, k[i] = 230
−1]). From [10], the bitwise probability is obtained by 231

P
[
bj, k[i] = b̄j

]
=

exp
(
b̄jΛ

p
2 [bj, k[i]]

)

1 + exp
(
b̄jΛ

p
2 [bj, k[i]]

)

=
1
2

[
1 + b̄j tanh

(1
2
Λp

2 [bj, k[i]
)]

(8)

where b̄j = {+1,−1}. Let us simplify the notation P [sk[i]] := 232
P [sk[i] = cq], where cq is an element chosen from the constella- 233
tion A = {c1, . . . , cq, . . . , cA}. The symbol probability P [sk[i]] is 234
obtained from the corresponding bitwise probability, and assuming the 235
bits are statistically independent, we have 236

P [sk[i]] =

J∏
j=1

P
[
bj, k[i] = b̄j

]

=
1

2J

J∏
j=1

[
1 + b̄j tanh

(1
2
Λp

2 [bj, k[i]]
)]

. (9)

From (8) and (9), we can easily conclude that
∑

|A| P [sk[i]] = 1. The 237

symbol likelihood P [sk[i]] can be used to evaluate the reliability of 238
the recovered symbol. A higher probability of detection of sk[i] can be 239
associated with a higher reliability of estimation of that symbol. 240

B. Soft Interference Cancelation 241

The soft IC has first been reported in an iterative multiuser code- 242
division multiple-access (CDMA) systems in [10] and later extended 243
by several works [4], [13], [19]. In the algorithm [4], the soft repli- 244
cas of ICI are constructed and subtracted from the received signal 245
vector as 246

r̃m, k[i] = rm[i]− gmũk[i] (10)

and the replica of the transmitted symbol vector ũk[i] ∈ C
K×1 is 247

obtained as 248

ũk[i] = [s̃1[i], . . . , s̃k−1[i], 0, s̃k+1[i], . . . , s̃K [i]]T (11)

where the estimates of sk[i] are calculated as 249

s̃k[i] = E {sk[i]} =
∑
cq∈A

cqP [sk[i] = cq] . (12)

The first-order and second-order statistics of the symbols are ob- 250
tained from the symbol a priori probabilities as σ2

eff = var{sk[i]} = 251
E{|sk[i]|2} − |s̃k[i]|2 and E{|sk[i]|2} =

∑
cq∈A |cq|2P [sk[i] = cq]. 252

In the case that the users and BSs are equipped with multiple 253
antennas, then (10) can be reformulated as 254

r̃m, k[i] = rm[i]−Gmũk[i]. (13)

The soft IC procedure can be considered in two cases. In the first 255
case, the cancelation is performed in terms of users rather than data 256
streams, and we name this case as user-based cancelation. In this case, 257
the interfering signals received from other cell users are canceled, but 258
the interference between the antenna data streams of the desired user 259
remains. Mathematically, the replica of the transmitted symbol vector 260
ũk[i] ∈ C

KNT ×1 is defined as 261

ũk[i] =
[
s̃T
1 [i], . . . , s̃

T
k−1[i], 0, s̃T

k+1[i], . . . , s̃
T
K [i]

]T
(14)
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where 0 ∈ Z
NT ×1 and s̃T

κ �=k[i], κ = 1, . . . ,K ∈ C
NT×1. The remain-262

ing signal after the IC is the combination of all the data streams263
transmitted from user k and the noise.264

In the second case, we consider each independent antenna data265
stream received by the BSs, and disregarding which users send them;266
we name this case as data-stream-based cancelation. In this case, the267
BSs consider interference in terms of streams instead of users. In a268
mathematical point of view, the replica of the transmitted signal for269
stream-based IC ũk[i] ∈ C

KNT×1 is defined as270

ũk[i] =
[
s̃T
1 [i], . . . , s̃

T
k−1[i], s̃

′T
k [i], s̃T

k+1[i], . . . , s̃
T
K [i]

]
(15)

where the entry s̃′
k is obtained as s̃′T

k [i] = [s̃1[i], . . . , s̃nt−1[i], 0,271
s̃nt+1[i], . . . , s̃NT

[i]]T . By using this scheme, all the interfering272
streams are removed after the cancelation procedure.273

This soft-interference-cancelation-based algorithm generally out-274
performs hard IC since it considers the reliability of the cancelation275
procedure. However, the performance heavily depends on the quan-276
tization level. Exchanging the quantized soft bits or LLRs convey277
reliability information among BSs and involves a large amount of278
backhaul data per cell per iteration, which make soft IC unattractive.279

C. Hard Interference Cancelation280

With the hard IC, the estimates of the interfering symbols are the281
constellation symbols. In this case, the quantization is performed for282
each estimated symbol. Equation (11) is rewritten as283

ûk[i] = [Q (s̃1[i]) , . . . , Q (s̃k−1[i]) , 0,

Q (s̃k+1[i]) , . . . , Q (s̃K [i])]T (16)

where Q(·) is the slicing function that depends on the constellation284
adopted. The constellation indexes are exchanged among the cooper-285
ating BSs. Since no reliability information is included, the cooperation286
procedure requires significantly less backhaul traffic as compared with287
the soft interference procedure. All the detected information symbols288
are exchanged in the initial iteration, and in the subsequent iterations,289
only the symbols with the constituent bits that have flipped between290
the iterations are exchanged. The indexed constellation symbols are291
reconstructed at the neighboring BSs and subtracted from the received292
signal, the residual noise is considered equal to zero, and σ2

eff = σ2
v . In293

the hard IC configuration, the backhaul traffic can be further brought294
down by introducing a reliability check of the symbols and by ex-295
changing reliable symbols. It is worth mentioning that, by introducing296
the reliability check, the error propagation effect can be effectively297
mitigated. The selected unreliable estimates can be either refined or298
excluded from the IC procedure. The performance improvement over299
the hard IC scheme is investigated in [6].300

D. Distributed Iterative Detection With Reduced Message Passing301

The hard IC is performed in a way that the effect of all the detected302
symbols, but the intended one, are removed from the received signal.303
It ignores the reliability of the estimated symbols used for IC, but304
ignoring the reliability may lead to error propagation, which can sig-305
nificantly deteriorate the performance. The soft IC is then introduced306
to combat error propagation by using quantized soft symbols; however,307
this procedure requires more iterations to obtain a good performance308
that increases the detection delay. In addition, the sharing of quantized309
symbol estimates requires a higher bandwidth across the network,310
and the bitwise quantization for every symbol brings about higher311
complexity. In the following, we present a method that is able to312
address these problems and keep a low backhaul requirement.313

By organizing the probabilities obtained by (9) in decreasing order314
of values, a list of tentative decisions of sk[i] is obtained in each BS,315

as given by 316

Lk[i]
Δ
= {c1, c2, . . . , cτ}k (17)

where the number of candidates is 1 ≤ τ ≤ |A|. Probabilities Pr[c1] ≥ 317

Pr[c2] ≥ · · ·Pr[cτ ], where Pr[cq]
Δ
= P [sk[i] = cq|rm] is the proba- 318

bility of the transmitted signal is cq given rm. For the simplicity of 319
computation, we only keep candidates with probability higher than a 320
threshold such as P [sk[i]] ≥ ρth from the list. Threshold ρth may be 321
fixed or varied in terms of SINR. It is also worth mentioning that failing 322
to optimize the threshold ρth would result in either heavy backhaul 323
traffic (ρth too low) or unacceptable performance (ρth too high). The 324
optimization of ρth can be performed by maximizing the SINR of the 325
data streams with the constraint of the maximum allowable backhaul 326
traffic. 327

For symbols transmitted by each user, we generate a tentative deci- 328
sion list Lk. By listing all the combinations of the elements across K 329
users, a length Γ tentative decision list is formed at the corresponding 330
SU. Each column vector on the list denotes a possible symbol vector 331
s′
l, where l = 1, . . . ,Γ. The size of the list is obtained by 332

Γ =

K∏
k=1

|Lk|, 1 ≤ Γ � |A|K (18)

where | · | denotes cardinality. To obtain an improved performance, 333
the maximum-likelihood (ML) rule can be used to select the best 334
among the Γ candidate symbol vectors. Note that, without a designated 335
threshold, an ML search over the whole vector space Γ = |A|K is 336
performed, which is equivalent to joint ML detection and provides 337
a full diversity order with prohibitive backhaul requirements and 338
detection complexity. However, the DID-RMP algorithm obtains a 339
higher diversity order than that of “perfect IC” with a much smaller 340
candidate list (compared with ML) due to the threshold ρth and its 341
effective selection of candidates. 342

The threshold value should be adequately set to generate an afford- 343
able list size Γ. The ML criterion, which is equivalent to the minimum 344
Euclidean distance criterion, computes the ML solution as given by 345

s′
ML = arg min

l=1,...,Γ
‖r[i]−Gs′

l[i]‖
2 (19)

where r[i]=[r1[i], . . . , rm[i], . . . , rM [i]]T , and G=[gT
1 , . . . , g

T
m, 346

. . . ,gT
M ]T are received signals and the user channels for all cooper- 347

ating cells. 348
In the given expression, the knowledge of gm and the received 349

signal rm[i] for each cell is required to be passed to the SU, which 350
may lead to high backhaul traffic. Additionally, as a central point, 351
there is high computational power demand for the SU to choose 352
the best candidate from the list. To circumvent the aforementioned 353
problems, we introduce the method of RMP that is able to distribute 354
the normalization operations to each cooperating BSs. 355

Distributed Selection Algorithm: The Euclidean distance d = 356
r[i]−Gs′

l[i] in (19) is obtained by 357

‖d‖ Δ
=
√

|d1,m|2 + · · ·+ |dk,m|2 (20)

where dk,m = rm[i]− gms′
l[i], gm[i] ∈ C

1×K , m = 1, . . . ,M , and 358
s′
l[i] ∈ C

K×1. For each BS, we separately calculate the minimum 359
partial weights by 360

lmin
m = argmin

l
|rm[i]− gms′

l[i]|2. (21)

The channel information gm is known to the local BS m, the candidate 361
with the minimum Euclidean distance index lmin

m is obtained by the SU 362
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TABLE I
ALGORITHM 1: DID-RMP ALGORITHM

via backhaul, and an enhanced detection is obtained. In each iteration,363
the received signal is subtracted by364

r̃k[i] = rk[i]− hkũ
ML
k [i] (22)

where the selected candidate ũML
k consists of365

ũML =
[
s̃ML
1 , . . . , s̃ML

k−1, 0, s̃ML
k+1, . . . , s̃

ML
K

]
. (23)

With this multiple candidate structure, an enhanced ICI suppression366
is obtained. The indexes of the symbols on the tentative decision list367
Ak are propagated among the neighboring BSs that require reduced368
backhaul traffic compared with that of the soft signal cancelation369
algorithm. Additionally, as more cancelation iterations are performed,370
the size of the list reduces as the recovered bits are more reliable. This371
further decreases the backhaul traffic with the following iterations,372
which is not the case with the approach that adopts a soft IC strategy.373
We can translate the proposed DID-RMP algorithm as follows. In a co-374
operative network serving several users, if one estimate is not reliable375
enough to perform IC, the system uses the side information (symbol376
indexes) provided by other cooperative cells to refine this estimate;377
therefore, a more reliable IC in the network level is obtained. The378
algorithm of the proposed DID-RMP method is summarized in Table I.379

For an IC-based method, the performance is bounded by the bit error380
rate (BER) of isolated cells, the single BS in each cell can only provide381
a diversity order of one. On the other hand, in an extreme case, if the382
algorithm searches the whole vector space Γ = |A|K , a full diversity383
order is obtained, and the optimal detection requires exponentially384
increased complexity. The DID-RMP algorithm however provides a385
tradeoff between complexity/backhaul and performance by varying the386
threshold ρth, and a higher diversity order is obtained with a short387
candidate list due to its effective selection of candidates.388

IV. COMPLEXITY AND BACKHAUL ANALYSIS389

A. Complexity390

In terms of the complexity, a network-wide parallel IC is adopted to391
remove the cochannel interference by removing the estimates of the392

interfering symbols based on the a priori LLRs obtained from the 393
single-input–single-output channel decoder. For each IC iteration, 394
the reconstruction operations (8) and (9) require O(2J) real-valued 395
multiplications. These symbol estimates are used to cancel interference 396
in the receiver vector/scalar (22), which require O(K − 1) complex 397
multiplications. The remaining term is then detected by a soft output 398
MAP detector; the computation of per-stream a posteriori LLRs 399
requires O(J) real-valued multiplication and O(3JK) complex mul- 400
tiplications, where J is the modulation level that denotes the number 401
constituent bits per symbol, and K is the total number of users for 402
detection. 403

Unlike a centralized methods that requires O(JK) complex mul- 404
tiplications or O(K2(MK)) operations for the filter-based signal 405
processing [14]–[16], in the proposed DID-RMP structure, each BS 406
separately calculates the minimum partial weights in each cell (21) 407
at the cost of only O(ΓK) complex multiplications and send the 408
constellation indexes to the SU. Therefore, the SU is used as memory 409
storage of constellation indexes with no computational requirement. 410
The proposed SU is incorporated to minimize the computational 411
requirement for the SU and maximize the overall performance across 412
the cells. 413

To reduce the detection complexity of the proposed DID-RMP 414
algorithm, list sphere decoders [13] and their variants can be used 415
to generate this candidate list with much lower complexity as com- 416
pared with the optimal ML detector. Furthermore, the MMSE/zero- 417
forcing (MMSE/ZF)-based nonlinear detectors can be used to perform 418
iterative detection as well. The detector first separates the spatially 419
multiplexed data streams and converts the MMSE estimates into bit- 420
level LLRs; then, the procedure of (17)–(19) can be applied. How- 421
ever, for MMSE/ZF-based methods, by fixing an allowable backhaul 422
traffic, a worse BER performance is expected due to its suboptimal 423
performance. To address this, the authors suggest an upgraded version 424
of the successive IC algorithm called multiple-feedback successive 425
interference cancelation [6] to detect the symbols. This algorithm 426
considers the reliability of estimated symbols and refine those un- 427
reliable ones. Since this algorithm has a near ML performance with 428
low complexity, we expect a similar performance with the ML-based 429
decoder introduced here. 430

B. Backhaul Requirement 431

The backhaul requirement for a conventional cooperating cellular 432
system with soft information exchange depends on the resolution of 433
quantization for channel state information, the resolution of quan- 434
tization for the signal received from each antennas, the number of 435
cooperating BSs, and the number of strong interferers at the receiver 436
side. Whenever a hard information exchange is adopted, the backhaul 437
requirement is significantly reduced with the sacrifice of the detec- 438
tion performance. By calculating the minimum partial weights and 439
exchanging the indexes of candidate symbols, DID-RMP introduces 440
a tradeoff between backhaul requirement and performance. 441

Fig. 2 shows the backhaul traffic as a function of the number of 442
strong interferers ζ. As QPSK modulation is used, two bits are required 443
to index the constellation symbols to perform hard IC. In practical joint 444
and distributed cooperative networks, the data compression techniques 445
are useful for transmitting the soft-quantized symbols. For fairness, 446
we compare both three and six bits per dimension for quantizing the 447
soft symbol; the data compression is only considered in this section 448
but not in the BER simulations in the following. With the DID-RMP 449
algorithm, the list size Γ does not grow exponentially with the increase 450
in the modulation level (e.g., from QPSK to 16-QAM), but a higher 451
backhaul requirement is expected due to an increasing number of 452
unreliable estimates. On the other hand, if the backhaul reaches its 453
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Fig. 2. Number of bits exchanged per symbol detection in a nine-cell network.
The number of bits required via backhaul increases with the number of strong
interfering links within the cooperative network.

maximum allowable traffic, performance degradation is also expected.454
The plots indicate that increasing the number of strong interferers for455
each cell leads to the rise of the backhaul traffic. Compared with soft456
IC with quantization of the reliability information algorithm reported457
in [5], the proposed DID-RMP algorithm significantly reduces the458
backhaul requirement with the increased number of interference.459

V. SIMULATIONS460

In the simulations, we assume ρm, o is zero, ρm, d = 1, and strongly461
received interference have ρm,n = 0.5. All BSs are assumed to have462
the same SNR and the interfering BSs are also assumed to have the463
same SIR. To evaluate the performance of the distributed turbo system,464
we select a rate R = 1/2 convolutional code with polynomial [7, 5]oct.465
The coded bits are modulated as QPSK symbols before transmission.466
The decoding is performed by a max-log-MAP decoder, and the block467
length is set to 1024. The number of detector and decoder iterations is468
fixed to ten. The loop of network-level IC performed by the network469
stops with the fourth iteration, and the number of cells in each cluster470
is φ = 1, if not otherwise stated. For the soft IC scheme [4], [5], a471
uniform quantizer is applied to quantize the soft estimates. Without472
significant information loss compared with the unlimited backhaul473
(UB) performance, six quantization bits per real dimension backhaul474
traffic is assumed [12].475

In Fig. 3, the proposed DID-RMP outperforms the soft IC scheme476
[4], [5], and the improvement increases with a higher number of477
strong interferers ζ. With ζ = 3, the proposed scheme achieves about478
3 dB of gain, as compared with the system using hard cancelation at479
the target BER = 10−3. There are three dominant interferers at the480
BS’s receiver. Some weaker interference below a certain threshold481
can be modeled as Gaussian noise and integrated into the noise482
term. Therefore, we treat weak interference as noise, and the system483
considers only strong interference and noise.484

In Fig. 4, the average number of tentative decision in the network485
is shown. The number of tentative decisions Γ decreases as more486
iterations are performed. In the proposed DID-RMP scheme, only487
indexes are exchanged; the backhaul traffic becomes lower in each488
iteration due to the fact that Γ is getting smaller. On the other hand,489
the soft IC scheme [4], [5] does not benefit from the iterations due to490
the requirement of updating the soft estimates. We can also see from491

Fig. 3. SNR versus average BER. The solid lines denote a cooperating four-
cell network with ζ = 2 strong interferers per cell. The dashed lines denote a
cooperating network with nine cells with ζ = 3 strong interferers per cell. The
DID soft cancelation is performed according to [4] and [5].

Fig. 4. Number of tentative decisions Γ decreases as the SNR increases.
With a smaller threshold ρth selected, more decision candidates are generated,
particularly in the low SNR region.

the plots that the average number of candidates quickly converges to 492
1, which means low additional detection complexity is required for 493
each BS. Compared with Fig. 3, the target BER region ranged from 494
10−3 to 10−4, and the corresponding SNR is ranged from 8 to 10 dB. 495
The average number of tentative decisions per symbol is below 3 for 496
ζ = 3. In the case of two strong interferers, we can see that negligible 497
additional backhaul overhead is required. 498

All the previous results are bounded by the isolated cell performance 499
since φ = 1, and there is only one pair of receive and transmit antennas 500
available in each cluster; no array gain and diversity can be obtained. 501
However, in Fig. 5, we assume a cooperating four-cell network with 502
ζ = 2 strong interferers per BS; we group the four cells into two 503
clusters, and φ = 2. A 2 × 2 distributed MIMO system is created in 504
each cluster, and the interference is mitigated between two clusters. 505



IE
EE

Pr
oo

f

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY 7

Fig. 5. Performance of a cooperating four-cell network with ζ = 2 strong
interferers per BS. We group the four cells into two clusters φ = 2 and single
cluster φ = 4.

Fig. 6. Performance of a cooperating two-cell network with ζ = {1, 1} strong
interferers per BS in which we assume a single cell for each cluster φ = 1 and
NR = NT = 2 antennas for each BS and user. A user-based cancelation is
used. The DID soft cancelation is performed according to [4] and [5].

We also investigate a single cluster system with φ = 4, assuming UB,506
a 4 × 4 distributed MIMO system is created, and high diversity and507
array gain are obtained.508

Fig. 6 shows a system model with multiple-antenna users and BSs;509
we build a two-cell network model where each cell has a single user510
that has NT = 2 transmit antennas. The BSs for the cells also have511
NR = 2 antennas ready for detection. Each BS receives the desired512
signal as well as the interference from the adjacent cells. Due to the513
fact that two data streams are seen as an interfering signal, we use ζ =514
{1, 1} to discriminate from the single-antenna case. In this simulation,515
a user-based cancelation is used, the IC is only achieved between the516
users instead of data streams, and the cochannel interference from517
a single user remains. By using a fixed threshold ρth = 0.2 for a518
cooperative two-cell network with multiple data streams for each user,519
the DID-RMP algorithm can provide a near soft-IC performance.520

VI. CONCLUSION 521

We have discussed multiuser multicell detection through BSC in an 522
uplink high-frequency reuse scenario. DID has been introduced as an 523
interference mitigation technique for networked MIMO systems. We 524
have compared soft and hard information exchange and cancelation 525
schemes and proposed a novel hard information exchange strategy 526
based on the concept of RMP. The proposed DID-RMP algorithm 527
significantly reduces the backhaul data compared with the soft infor- 528
mation exchange while it obtains a better BER performance. 529
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