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Adaptive Distributed Space-Time Coding

Based on Adjustable Code Matrices for

Cooperative MIMO Relaying Systems

Tong Peng, Rodrigo C. de Lamare, Senior Member, IEEE, and Anke Schmeink,

Member, IEEE

Abstract

An adaptive distributed space-time coding (DSTC) scheme is proposed for two-hop cooperative

MIMO networks. Linear minimum mean square error (MMSE) receive filters and adjustable code

matrices subject to a power constraint are considered with an amplify-and-forward (AF) cooperation

strategy. In the proposed adaptive DSTC scheme, an adjustable code matrix obtained by a feedback

channel is employed to transform the space-time coded matrix at the relay node. The effects of the

limited feedback and the feedback errors are considered. Linear MMSE expressions are devised to

compute the parameters of the adjustable code matrix and the linear receive filters. Stochastic gradient

(SG) and least-squares (LS) algorithms are also developed with reduced computational complexity.

An upper bound on the pairwise error probability analysis is derived and indicates the advantage of

employing the adjustable code matrices at the relay node. An alternative optimization algorithm for the

adaptive DSTC scheme is also derived in order to eliminate the need for the feedback. The algorithm

provides a fully distributed scheme for the adaptive DSTC at the relay node based on the minimization of

Tong Peng, Rodrigo C. de Lamare is with Communications Research Group, Department of Electronics, University of York,

York YO10 5DD, UK, e-mails: tp525@ohm.york.ac.uk; rcdl500@ohm.york.ac.uk

Anke Schmeink, UMIC Research Centre, RWTH Aachen University, D-52056 Aachen, Germany, e-mail:

schmeink@umic.rwth-aachen.de

Part of this work has been presented at ISWCS 2012.

October 17, 2012 DRAFT

Page 1 of 48

IEEE Transactions on Communications

Under review for possible publication in

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

2

the error probability. Simulation results show that the proposed algorithms obtain significant performance

gains as compared to existing DSTC schemes.

Index Terms

Adaptive algorithms, space time codes with feedback, cooperative systems, distributed space time

codes.

I. INTRODUCTION

Cooperative multiple-input and multiple-output (MIMO) systems, which employ multiple relay

nodes with antennas between the source node and the destination node as a distributed antenna

array, can obtain diversity gains by providing copies of the transmitted signals to improve the

reliability of wireless communication systems [1]. Among the links between the relay nodes

and the destination node, cooperation strategies such as Amplify-and-Forward (AF), Decode-

and-Forward (DF), Compress-and-Forward (CF) [2] and various distributed space-time coding

(DSTC) schemes in [3], [4] and [5] can be employed.

The utilization of a distributed space-time code (DSTC) at the relay node in a cooperative

network, providing more copies of the desired symbols at the destination node, can offer the

system diversity and coding gains to mitigate the interference. A recent focus on DSTC tech-

niques lies in the design of delay-tolerant codes and full-diversity schemes with minimum outage

probability. An opportunistic DSTC scheme with the minimum outage probability is designed

for a DF cooperative network and compared with the fixed DSTC schemes in [6]. An adaptive

distributed-Alamouti (D-Alamouti) space-time block code (STBC) design is proposed in [7] for

non-regenerative dual-hop wireless systems which achieves the minimum outage probability.

DSTC schemes for the AF protocol are discussed in [8]-[9]. In [8], the GABBA STC scheme

is extended to a distributed MIMO network with full-diversity and full-rate, while an optimal

algorithm for the design of the DSTC scheme to achieve the optimal diversity and multiplexing

tradeoff is derived in [9]. In [10], a new STC scheme that multiplies a randomized matrix by the

STC matrix at the relay node before the transmission is derived and analyzed. The randomized
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space-time code (RSTC) can achieve the performance of a centralized space-time code in terms

of coding gain and diversity order.

Optimal space-time codes can be obtained by transmitting the channel or other useful infor-

mation for code design back to the source node, in order to achieve higher coding gains by

pre-processing the symbols. In [11], the trade-off between the length of the feedback symbols,

which is related to the capacity loss and the transmission rate is discussed, whereas in [12]

one solution for this trade-off problem is derived. The utilization of limited feedback for STC

encoding has been widely discussed in the literature. In [13], the phase information is sent back

for STC encoding in order to maintain the full diversity, and the phase feedback is employed in

[14] to improve the performance of the Alamouti STBC. A limited feedback link is used in [15]

and [16] to provide the channel information for the pre-coding of an orthogonal STBC scheme.

In this paper, we propose an adaptive distributed space-time coding scheme and algorithms

for cooperative MIMO relaying systems. This work is first introduced and discussed in [22].

We first develop a centralized algorithm to compute the parameters of an adjustable code matrix

with limited feedback. Then adaptive optimization algorithms are derived based on the MSE and

ML criteria subject to constraints on the transmitted power at the relays, in order to release the

destination node from the high computational complexity of the optimization process. We focus

on how the adjustable code matrix affects the DSTC during the encoding and how to optimize

the linear receive filter with the code matrix iteratively or, alternatively, by employing an ML

detector and adjusting the code matrix. The upper bound of the error probability of the proposed

adaptive DSTC is derived in order to show its advantages as compared to the traditional DSTC

schemes and the influence of the imperfect feedback is discussed. It is shown that the utilization

of an adjustable code matrix benefits the performance of the system compared to employing

traditional STC schemes. Then, we derive a fully distributed matrix optimization algorithm which

does not require feedback. The pairwise error probability of the adaptive DSTC is employed

in order to devise a distributed algorithm and to eliminate the need for feedback channels. The

fully distributed matrix optimization algorithm allows to choose the optimal adjustable matrix

before the transmission, and also achieves the minimum pairwise error probability when the
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statistical information of the channel does not change. The differences of our work compared

with the existing works are discussed as follows. First, an optimal adjustable code matrix will

be multiplied by an existing space-time coding scheme at the relay node and the encoded data

are forwarded to the destination node. The code matrix is first generated randomly as discussed

in [10], and it is optimized according to different criteria at the destination node by the proposed

algorithm. Second, in order to implement the adaptive algorithm, the adjustable code matrix is

optimized with the linear receive filter vector iteratively, and then transmitted back to the relay

node via a feedback channel. The impact of the feedback errors are considered and shown in

the simulations.

The paper is organized as follows. Section II introduces a two-hop cooperative MIMO system

with multiple relays applying the AF strategy and the adaptive DSTC scheme. In Section III the

proposed optimization algorithms for the adjustable code matrix are derived, and the pairwise

error probability is analyzed in Section IV. The fully distributed optimization algorithm is derived

in Section V, and the results of the simulations are given in Section VI. Section VII gives the

conclusions of the work.

Notation: the italic, bold lower-case and bold upper-case letters denote scalars, vectors and

matrices, respectively. The operators E[·] and (·)H stand for expected value and the Hermitian op-

erator. The N ×N identity matrix is written as IN . ∥ X ∥F=
√

Tr(XH ·X) =
√
Tr(X ·XH)

is the Frobenius norm. ℜ[·] and ℑ[·] stand for the real part and the imaginary part, respectively.

Tr(·) stands for the trace of a matrix, and (·)† for pseudo-inverse.

II. COOPERATIVE MIMO SYSTEM MODEL

The communication system under consideration is a two-hop cooperative MIMO system

which employs multiple relay nodes as shown in Fig. 1. The first hop is devoted to the source

transmission, which broadcasts the information symbols to the relay nodes and to the destination

node. The second hop forwards the amplified and re-encoded information symbols from the relay

nodes to the destination node. An orthogonal transmission protocol is considered which requires

that the source node does not transmit during the time period of the second hop. In order to
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Fig. 1. Cooperative MIMO system model with nr relay nodes

evaluate the adaptive optimization algorithms, a binary systematic channel (BSC) is considered

as the feedback channel.

Consider a cooperative MIMO system with nr relay nodes that employ the AF cooperative

strategy as well as a DSTC scheme. All nodes have N antennas to transmit and receive. We

consider only one user at the source node in our system that operates in a spatial multiplexing

configuration. Let s[i] denote the transmitted information symbol vector at the source node, which

contains N parameters, s[i] = [s1[i], s2[i], ..., sN [i]], and has a covariance matrix E
[
s[i]sH [i]

]
=

σ2
sI , where σ2

s is the signal power which we assume to be equal to 1. The source node broadcasts

s[i] from the source to nr relay nodes as well as to the destination node in the first hop, which

can be described by

rSD[i] = HSD[i]s[i] + nSD[i],

rSRk
[i] = F SRk

[i]s[i] + nSRk
[i],

(1)

i = 1, 2, ... , N, k = 1, 2, ... nr,

where rSRk
[i] and rSD[i] denote the received symbol vectors at the kth relay node and at the
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destination node, respectively. The N × 1 vector nSRk
[i] and nSD[i] denote the zero mean

complex circular symmetric additive white Gaussian noise (AWGN) vector generated at the kth

relay node and at the destination node with variance σ2. The matrices F SRk
[i] and HSD[i] are

the N ×N channel gain matrices between the source node and the kth relay node, and between

the source node and the destination node, respectively.

The received symbols are amplified and re-encoded at each relay node prior to transmission

to the destination node in the second hop. The received symbol vector rSRk
is pre-processed

before mapped into an STC matrix according to the AF cooperative strategy. We assume that

the synchronization at each node is perfect. After processing the received vector rSRk
[i] at the

kth relay node, the signal vector s̃SRk
[i] can be obtained and then forwarded to the destination

node. The symbols in s̃SRk
[i] will be re-encoded by an N ×T DSTC scheme M (s̃), multiplied

by an N ×N randomized matrix Φk[i] in [10], and then forwarded to the destination node. The

relationship between the kth relay and the destination node can be described as

RRkD[i] = GRkD[i]Φk[i]MRkD[i] +NRkD[i], (2)

where the N × T matrix MRkD[i] is the DSTC matrix employed at the kth relay nodes whose

elements are the information symbols in s̃SRk
[i]. The N × T received symbol matrix RRkD[i]

in (2) can be written as an NT × 1 vector rRkD[i] given by

rRkD[i] = Φeqk [i]Geqk [i]s̃SRk
[i] + nRkD[i], (3)

where the block diagonal NT × NT matrix Φeqk [i] denotes the equivalent randomized matrix

and the NT × N matrix Geqk [i] stands for the equivalent channel matrix which is the DSTC

scheme M (s̃[i]) combined with the channel matrix GRkD[i]. The NT×1 equivalent noise vector

nRkD[i] generated at the destination node contains the noise parameters in NRkD[i].

By making use of the randomized matrix Φeqk [i] which achieves the full diversity order and

provides a lower error probability has been discussed in [10]. Three types of the randomized

matrices are generated and compared in [10]. The uniform phase randomized matrix contains

elements generated using ejθ where θ is uniformly distributed in [0, 2π), the Gaussian randomized
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matrix contains the elements which are zero-mean independent and obey the Gaussian distri-

bution, and the uniform sphere randomized matrix contains the elements which are uniformly

distributed on the surface of a complex hyper-sphere of the radius ρ. In our system, the uniform

phase randomized matrix is employed because it provides the minimum BER among three

randomized matrices shown in [10], and the proposed adaptive algorithms designed in the next

section optimize the code matrices employed at the relay nodes in order to achieve a lower BER

performance. At each relay node, the traces of the randomized matrices are normalized so that

no increase in the energy is introduced at the relay nodes.

After rewriting RRkD[i] we can consider the received symbol vector at the destination node

as a (T + 1)N × 1 vector with two parts, one is from the source node and another one is

the superposition of the received vectors from each relay node. Therefore, the received symbol

vector for the cooperative MIMO system can be written as

r[i] =

 HSD[i]s[i]∑nr

k=1Φeqk [i]Geqk [i]s̃SRk
[i]

+

 nSD[i]

nRD[i]


= DD[i]s̃D[i] + nD[i],

(4)

where the (T + 1)N × 2N block diagonal matrix DD[i] denotes the channel gain matrix of

all the links in the network which contains the N × N channel coefficients matrix HSD[i]

between the source node and the destination node, the NT × N equivalent channel matrix

Geqk [i] for k = 1, 2, ..., nr between each relay node and the destination node. We assume that the

coefficients in all channel matrices are independent and remain constant over the transmission.

The (T + 1)N × 1 noise vector nD[i] contains the received noise vector at the destination

node, which can be modeled as an additive white Gaussian noise (AWGN) with zero mean

and covariance matrix σ2(1+ ∥
∑nr

k=1Φeqk [i]Geqk [i]ARkD[i] ∥2F )I , where ARkD[i] stands for the

amplification matrix assigned at the kth relay node.

III. JOINT ADAPTIVE CODE MATRIX OPTIMIZATION AND RECEIVER DESIGN

In this section, we jointly design an MMSE adjustable code matrix and the receiver for the

proposed DSTC scheme. Adaptive SG and RLS algorithms [17] for determining the parameters
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of the adjustable code matrix with reduced complexity are also devised. The DSTC scheme used

at the relay node employs an MMSE-based adjustable code matrix, which is computed at the

destination node and obtained by a feedback channel in order to process the data symbols prior

to transmission to the destination node. It is worth to mention that the code matrices are only

used at the relay node so the direct link from the source node to the destination node is not

considered in the optimization.

A. Linear MMSE Receiver Design with Adaptive DSTC Optimization

The linear MMSE receiver design with optimal code matrices is derived as follows. By defining

the (T +1)N ×1 parameter vector wj[i] to determine the jth symbol sj[i], we propose the MSE

based optimization with a power constraint at the destination node described by

[wj[i],Φeqk [i]] = arg min
wj [i],Φeqk

[i]
E
[
∥sj[i]−wH

j [i]r[i]∥2
]
, s.t. Tr(Φeqk [i]Φ

H
eqk

[i]) ≤ PR, (5)

where r[i] denotes the received symbol vector at the destination node which contains the

adjustable space-time code matrix with the power constraint PR. By employing a Lagrange

multiplier λ we can obtain the Lagrange expression shown as

L = E
[
∥sj[i]−wH

j [i]r[i]∥2
]
+ λ(Tr(Φeqk [i]Φ

H
eqk

[i])− PR). (6)

Since wj[i] can be optimized by expanding the right-hand side of (6), by taking the gradient

with respect to w∗
j [i] and equating the terms to zero, we can obtain the jth MMSE receive filter

wj[i] = R−1p, (7)

where the first term R = E
[
r[i]rH [i]

]
denotes the auto-correlation matrix and the second one

p = E
[
r[i]s∗j [i]

]
stands for the cross-correlation vector. To optimize the code matrix Φeqkj

[i]

for each symbol at each relay node, we can calculate the code matrix by taking the gradient

with respect to Φ∗
eqkj

[i] and equating the terms to zero, resulting in

Φeqkj
[i] = R̃

−1
P̃ , (8)

where λ stands for the Lagrange multiplier, and R̃ = E
[
sj[i]s̃SRkj

[i]wj[i]w
H
j [i] + λI

]
and

P̃ = E
[
sj[i]s̃SRkj

[i]wj[i]g
H
eqkj

[i]
]

are NT ×NT matrices. The value of the Lagrange multiplier
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λ can be determined by substituting Φeqkj
[i] into λTr(Φeqk [i]Φ

H
eqk

[i]) = PR and solving the

power constraint function. In the proposed adaptive algorithm we employ quantization instead

of using the Lagrange multiplier, which requires less computational complexity. The detailed

explanation is shown in the next section.

Appendix A includes a detailed derivation of wj[i] and Φeqj [i]. The power constraint can be

enforced by employing the Lagrange multiplier and by substituting the power constraint into

the MSE cost function. In (8) a closed-form expression of the code matrix Φeqkj
[i] assigned for

the jth received symbol at the kth relay node is derived. The problem is that the optimization

method requires the calculation of a matrix inversion with a high computational complexity of

O((N(T + 1))3), and with the increase in the number of antennas employed at each node or

the use of more complicated STC encoders at the relay nodes, the computational complexity

increases cubically according to the matrix sizes in (7) and (8).

B. Adaptive Stochastic Gradient Optimization Algorithm

In order to reduce the computational complexity and achieve an optimal performance, a

centralized adaptive robust matrix optimization (C-ARMO) algorithm based on the SG algorithm

with a linear receiver design is proposed as follows.

The Lagrangian resulting from the optimization problem is derived in (6). The MMSE receive

filter can be calculated by (7) which requires a matrix inversion. The Lagrange multiplier λ should

be determined before the optimization so the calculation of the value of λ is another problem. In

this paper, the power constraint is enforced by a normalization procedure after determining the

code matrices instead of employing a Lagrange multiplier, which is a more efficient method to

maintain the transmission power at the relay nodes. A simple adaptive algorithm for determining

the linear receive filter vectors and the code matrices can be achieved by taking the instantaneous
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gradient term of (5) with respect to w∗
j [i] and with respect to Φ∗

eqkj
[i], respectively, which are

∇Lw∗
j [i]

= ∇E
[
∥sj[i]−wH

j [i]r[i]∥2
]
w∗

j [i]

= −e∗j [i]r[i],

∇LΦ∗
eqkj

[i] = ∇E
[
∥sj[i]−wH

j [i]r[i]∥2
]
Φ∗

eqkj
[i]

= −ej[i]s
∗
j [i]wj[i]d

H
kj
[i],

(9)

where ej[i] stands for the jth detected error, and the NT×1 vector dkj [i] denotes the jth column

of the channel matrix which contains the product of the channel matrices F SRk
and GRkD. After

we obtain (9) the proposed algorithm can be obtained by introducing a step size into a gradient

optimization algorithm to update the result until the convergence is reached, and the algorithm

is given by

wj[i+ 1] = wj[i] + β(e∗j [i]r[i]),

Φeqkj
[i+ 1] = Φeqkj

[i] + µ(ej[i]s
∗
j [i]wj[i]d

H
kj
[i]),

(10)

where β and µ denote the step sizes for the recursions for the estimation of the linear MMSE

receive filter and the code matrices, respectively. A detailed derivation is included in Appendix

B.

The energy of the code matrices in (10) will be increased with the processing of the adaptive

algorithm, which will contribute to the reduction of the error probability. In order to eliminate

the transmission power introduced by the optimization algorithm, a normalization of the code

matrix after the optimization is required and implemented as follows

Φeqkj
[i+ 1] =

√
PRΦeqkj

[i+ 1]√∑N
j=1 Tr(Φeqkj [i + 1]ΦH

eqkj
[i + 1])

. (11)

A summary of the C-ARMO SG algorithm is given in Table I.

According to (10), the receive filter wj[i] and the code matrix Φeqkj
[i] depend on each other,

so the algorithm in [19] can be used to determine the linear MMSE receive filter and the

code matrix iteratively, and the optimization procedure can be completed. The complexity of

calculating the optimal wj[i] and Φeqkj
[i] is O(N(T +1)) and O(N2T 2), respectively, which is
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TABLE I

SUMMARY OF THE C-ARMO SG ALGORITHM

1: Initialize: wj [0] = 0NT×1,

2: Φ[0] is generated randomly with the power constraint Tr(ΦeqkΦ
H
eqk) ≤ PR.

3: For each instant of time, i=1, 2, ..., compute

4: ∇Lw∗
j [i]

= −e∗j [i]r[i],

5: ∇LΦ∗
eqkj

[i] = −ej [i]s
∗
j [i]wj [i]d

H
kj
[i],

6: where ej [i] = sj [i]−wH
j [i]r[i].

7: Update wj [i] and Φeqkj
[i] by

8: wj [i+ 1] = wj [i] + β(e∗j [i]r[i]),

9: Φeqkj
[i+ 1] = Φeqkj

[i] + µ(ej [i]s
∗
j [i]wj [i]d

H
kj
[i]),

10: Φeqkj
[i+ 1] =

√
PRΦeqkj

[i+1]√∑N
j=1 Tr(Φeqkj

[i+1]ΦH
eqkj

[i+1])
.

much less than O(N3(T + 1)3) and O(N4T 4) by using (7) and (8). As mentioned in Section I,

the optimal MMSE code matrices will be sent back to the relay nodes via a feedback channel,

and the influence of the imperfect feedback is shown and discussed in simulations.

C. ML Detection and LS Code Matrix Estimation Algorithm

The criterion for optimizing the adjustable code matrices and performing symbol detection in

the C-ARMO algorithm can be changed to the maximum likelihood (ML) criterion, which is

equivalent to a Least-squares (LS) criterion in this case. For example, if we take the ML instead

of the MSE criterion to determine the code matrices, then we have to store an N ×D matrix S

at the destination node which contains all the possible combinations of the transmitted symbol

vectors. The ML optimization problem can be written as

[ŝdj [i], Φ̂eqkj
[i]] = arg min

sdj [i],Φeqkj
[i]
∥r[i]− (

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sdj [i])∥2, (12)

s.t. Tr(Φeqk [i]Φ
H
eqk

[i]) ≤ PR, for d = 1, 2, ...,D,

where ŝdj [i] stands for the desired symbol and sdj [i] denotes the (j, d)th element in the symbol

matrix S. By substituting each column of S into (12), we can obtain the most likely transmitted
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symbol vector ŝ. It is worth to mention that the optimization algorithm contains a discrete part

which refers to the ML detection and a continuous part which refers to the optimization of the

code matrix, and the detection and the optimization can be implemented separately as they do

not dependent on each other. The optimization algorithm can be considered as a mixed discrete-

continues optimization. In this case, other detectors such as sphere decoders can be used in the

optimization algorithm in the detection part in order to reduce the computational complexity

without an impact to the performance.

After determining the transmitted symbol vector, we can calculate the optimal code matrix

Φeqk [i] by employing the LS estimation algorithm. The Lagrangian expression is given by

L = ∥r[i]− (
nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]ŝdj [i])∥2 + λ(Tr[Φeqk [i]Φ

H
eqk

[i]]− PR), (13)

and by taking the instantaneous gradient of L with respect to the code matrix Φ∗
eqkj

[i] we can

obtain

∇LΦ∗
eqkj

[i] = (r[i]− r̂[i])∇Φ∗
eqkj

[i](r[i]− r̂[i])H

= (r[i]− r̂[i])(−ŝ∗dj [i]dkj [i])

= (rej [i]−Φeqkj
[i]dkj [i]ŝdj [i])(−ŝ∗dj [i]dkj [i]),

(14)

where r̂[i] =
∑nr

k=1

∑N
j=1Φeqkj

[i]dkj [i]ŝdj [i] denotes the received symbol vector without the

effect of noise, and rej [i] = r[i] −
∑nr

k=1

∑N
l=1,l ̸=j Φeqkl

[i]dkl [i]ŝdl [i] stands for the received

vector without the desired code matrix. The power constraint is not considered because the

quantization method can be employed in order to reduce the high computational complexity for

determining the value of the Lagrange multiplier.

The optimal code matrix Φ̂eqkj
[i] requires ∇LΦ∗

eqkj
[i] = 0, and by substituting r̂[i] into (13)

we can obtain the optimal adjustable code matrix as given by

Φeqkj
[i] = ŝ∗dj [i]rej [i]d

H
kj
[i](| ŝdj [i] |2 dkj [i]d

H
kj
[i])†. (15)

The optimal code matrices will be normalized in order to eliminate the energy introduced during

the optimization and then transmitted back to the relay nodes.
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D. RLS Code Matrix Estimation Algorithm

The RLS estimation algorithm for the code matrix Φeqkj
[i] is derived in this section. The

ML detector is employed so that the detection and the optimization procedures are separate as

explained in the last section, so we focus on how to optimize the code matrix rather than the

detection. The superior convergence behavior to the LS algorithm when the size of the adjustable

code matrix is large indicates the reason of the utilization of an RLS estimation, and it is worth

to mention that the computational complexity reduces from cubic to square by employing the

RLS algorithm.

According to the RLS algorithm, the optimization problem is given by

[Φ̂eqkj
[n]] = arg min

Φeqkj
[n]

n∑
i=1

λn−i∥r[n]− (
nr∑
k=1

N∑
j=1

Φeqkj
[n]dkj [n]ŝdj [n])∥2, (16)

s.t. Tr(Φeqk [n]Φ
H
eqk

[n]) ≤ PR,

where λ stands for the forgetting factor. By expanding the right-hand side of (16) and taking

gradient with respect to Φ∗
eqkj

[i] and equaling the terms to zero, we obtain

Φeqkj
[n] = (

n∑
i=1

λn−ire[n]r
H
kj
[n])(

n∑
i=1

λn−irkj [n]r
H
kj
[n])−1, (17)

where the NT × 1 vector re[n] = Φeqkj
[n]dkj [n]ŝdj [n] and rkj [n] = dkj [n]ŝdj [n]. The power

constraint is still not considered during the optimization. We define

Ψ[n] =
n∑

i=1

λn−irkj [n]r
H
kj
[n] = λΨ[i− 1] + rkj [n]r

H
kj
[n], (18)

Z[n] =
n∑

i=1

λn−ire[n]r
H
kj
[n] = λZ[n] + re[n]r

H
kj
[n], (19)

so that we can rewrite (17) as

Φeqkj
[n] = Z[n]Ψ−1[n]. (20)

By employing the matrix inversion lemma in [21], we can obtain

Ψ−1[n] = λ−1Ψ−1[n− 1]− λ−1k[n]rH
kj
[n]Ψ−1[n− 1], (21)
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TABLE II

SUMMARY OF THE C-ARMO RLS ALGORITHM

1: Initialize: P [0] = δ−1INT×NT , Z[0] = INT×NT ,

2: the value of δ is small when SNR is high and is large when SNR is low,

3: Φ[0] is generated randomly with the power constraint trace(Φeqk [i]Φ
H
eqk [i]) ≤ PR.

4: For each instant of time, i=1, 2, ..., compute

5: k[i] =
λ−1Ψ−1[n−1]rkj

[n]

1+λ−1rH
kj

[n]Ψ−1[n−1]rkj
[n]

,

6: Φeqkj
[i] = Φeqkj

[i− 1] + λ−1(re[n]−Z[n− 1]k[n])rH
kj
[n]P [n− 1],

7: P [i] = λ−1P [i− 1]− λ−1k[n]rH
kl
[i]P [i− 1],

8: Z[i] = λZ[i− 1] + re[i]r
H
kj
[i].

12: Φeqkj
[i] =

√
PRΦeqkj

[i]√∑N
j=1 trace(Φeqkj

[i]ΦH
eqkj

[i])
.

where k[n] = (λ−1Ψ−1[n−1]rkj [n])/(1+λ−1rH
kj
[n]Ψ−1[n−1]rkj [n]). We define P [n] = Ψ−1[n]

and by substituting (19) and (21) into (20), the expression of the code matrix is given by

Φeqkj
[n] = λZ[n− 1]P [n] + re[n]r

H
kj
[n]P [n]

= Z[n− 1]P [n− 1] +Z[n− 1]k[n]rH
kj
[n]P [n− 1] + re[n]r

H
kj
[n]P [n]

= Φeqkj
[n− 1] + λ−1(re[n]−Z[n− 1]k[n])rH

kj
[n]P [n− 1].

(22)

Table II shows a summary of the C-ARMO RLS algorithm.

IV. PROBABILITY OF ERROR ANALYSIS

In this section, the pairwise error probability (PEP) of the system employing the adaptive

DSTC will be derived. As we mentioned in the first section, the adjustable code matrices will

be considered in the derivation as it affects the performance by reducing the upper bound of

the pairwise error probability. The PEP upper bound of the traditional STC schemes in [18] is

introduced for comparison, and the main difference lies in the eigenvalues of the adjustable code

matrices. Please note that the direct link is ignored in the PEP upper bound derivation in order to

concentrate on the effects of the adjustable code matrix on the performance. The expression of

the upper bound holds for systems with different sizes and an arbitrary number of relay nodes.
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Consider an N×N STC scheme at the relay node with T codewords, and the codeword C1 is

transmitted and decoded as another codeword Ci at the destination node, where i = 1, 2, ..., T .

According to [18], the probability of error for this code can be upper bounded by the sum of

all the probabilities of incorrect decoding, which is given by

Pe ≤
T∑
i=2

P(C1 → Ci). (23)

Assuming that the codeword C2 is decoded at the destination node and that we know the channel

information perfectly, we can derive the pairwise error probability as

P(C1 → C2 | Φ) = P(∥ R1 −GΦC1 ∥2F − ∥ R1 −GΦC2 ∥2F> 0 | Φeq)

= P(∥ r1 −ΦeqGeqFs1 ∥2F − ∥ r1 −ΦeqGeqFs2 ∥2F> 0 | Φeq),

(24)

where F and Geq stand for the channel coefficient matrix between the source node and the relay

node, and between the relay node and the destination node, respectively. The N ×N adjustable

code matrix is denoted by Φ with the equivalent matrix of Φeq. By defining D = GeqF , which

stands for the total channel coefficients matrix for all links and expanding the Frobenius norm,

we can rewrite the pairwise error probability expression in (24) as

P(C1 → C2 | Φeq) = P(∥ ΦeqD(s1 − s2) ∥2F< Y ), (25)

where Y = Tr(n1HΦeqD(s1− s2)+ (ΦeqD(s1− s2))Hn1), and n1 denotes the noise vector at

the destination node with zero mean and covariance matrix σ2(∥ ΦeqGeq ∥2F )I . By making use

of the Q function, we can derive the pairwise error probability as

P(C1 → C2 | Φeq) = Q

(√
γ

2
∥ ΦeqD(s1 − s2) ∥F

)
, (26)

where Q = 1√
2π

∫∞
x

exp
(
−u2

2

)
du, and γ is the received SNR at the destination node assuming

the transmit power is equal to 1.

In order to obtain the upper bound of P(C1 → C2 | Φeq) we expand the formula ∥ ΦeqD(s1−

s2) ∥2F . Let UHΛsU be the eigenvalue decomposition of (s1−s2)H(s1−s2), where U is a unitary

matrix with the eigenvectors and Λs is a diagonal matrix which contains all the eigenvalues of

the difference between two different codewords s1 and s2. Let V HΛΦV stand for the eigenvalue
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decomposition of (ΦeqDU )HΦeqDU , where V is a unitary matrix that contains the eigenvectors

and ΛΦ is a diagonal matrix with the eigenvalues arranged in decreasing order. Therefore, the

pairwise probability of error can be written as

P(C1 → C2 | Φeq) = Q


√√√√γ

2

NT∑
m=1

N∑
n=1

λΦmλsn |ξn,m|2

 , (27)

where ξn,m is the (n,m)th element in V , and λΦm and λsn are the mth and the nth eigenvalues

in ΛΦm and Λs, respectively. According to [18], an appropriate upper bound assumption of the

Q function is given by

Q(x) ≤ 1

2
e

−x2

2 . (28)

Thus, we can derive the upper bound of the pairwise error probability for an adaptive STC

scheme as

P(C1 → C2 | Φeq) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λΦmλsn|ξn,m|2
)
, (29)

while the upper bound of the error probability expression for a traditional STC in [18] is given

by

P(C1 → C2 | Deq) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λsn |ξn,m|2
)
. (30)

By comparison of (29) and (30), it is obvious that the eigenvalue of the adjustable code matrix

has to be considered in the expression of PEP, which suggests that employing an adjustable code

matrix for an STC scheme at the relay node can provide an improvement in BER performance.

V. THE FULLY DISTRIBUTED ADAPTIVE ROBUST MATRIX OPTIMIZATION ALGORITHM

Inspired by the analysis developed in the previous section, we derive a fully distributed ARMO

(FD-ARMO) algorithm which does not require the feedback channel in this section. We will

extend the exact PEP expression in [20] for MIMO communication systems to the AF cooperative

MIMO systems with the adaptive DSTC schemes. Then, we design the FD-ARMO algorithm to

determine and store the adjustable code matrices at the relay nodes before the transmission in

Phase II.
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The exact PEP expression of a space-time code has been given by Taricco and Biglieri in

[20], which contains the sum of the real part and the imaginary part of the mean value of the

error probability, and the moment generating function (MGF) is employed to compute the mean

value. To extend the exact PEP expression to the cooperative MIMO systems, we have to first

find the end-to-end transmission and receive relationship. In Appendix B we obtain the received

symbol vector at the destination node, which is written as

rRD =
nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj[i] + nRD[i],

where dkj denotes the jth column in the equivalent channel matrix that combines the links of the

kth relay node connecting the source node and the destination node. If we assume for simplicity

that the synchronization is perfect, each relay node transmits the STC matrix simultaneously and

the received symbol vector at the destination node will be the superposition of each column of

each STC code. The equivalent noise vector contains the AWGN at the destination node as well

as the amplified and re-encoded noise vectors at the relay nodes. As a result the PEP expression

of the AF cooperative MIMO system with the adaptive DSTC can be derived as

P(C1 → C2 | Φeq) = Q

(
∥ ΦeqD(s1 − s2) ∥F√

2No

)
, (31)

where N0 = Tr(I + ΦeqD) denotes the received noise variance at the destination node. The

expression in (31) is equivalent to (26) if we assume that the power of the transmitted symbol

is equal to 1. We define ∆ = s1 − s2 as the distance between the code words, and τ =√
1

2No
ΦeqD∆∆HDHΦH

eq and we assume that the eigenvalue decomposition of ∆∆H can be

written as V ΛV H , where V stands for a unitary matrix that contains the eigenvectors of ∆∆H

and Λ contains all the eigenvalues of the square of the distance vector. Since the statistical

information of the channel matrices F SR and GRD are known at the destination node and have

zero mean and variance is equal to 1, their product can be considered as a Gaussian random

variable with zero mean and variance equal to
√
2
2

. Therfore, we have E[DV V HDH ] = 1
2
INT .
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The expression of the error probability is given by

Θ(c) = E [exp(−cξ)] = E

[
exp(−c

√
1

2No

[Φeq∆∆HΦH
eq])

]
= E

[
exp

(
−c

√
1

2No

[ΦeqDV ΛV HDHΦH
eq]

)]
= det

(
I +

c

2
√
2N0

ΦeqΛΦH
eq

)−1

,

(32)

where c = a+jb is the variable defined in the MGF with a = 1
4

and b is a constant. By inserting

(32) into the pairwise error probability expression in [20], we can obtain the exact PEP of the

adaptive DSTC scheme written as

Pe =
1

2J

J∑
i=1

{ℜ[Φ(c)] + b

a
ℑ[Φ(c)]}+ EJ , (33)

where EJ → 0 as J → ∞.

Since the PEP is proportional to (32), it is clear that minimizing the PEP is equal to maximizing

the determinant of I + c
2
√
2No

ΦeqΛΦH
eq. As a result, the optimization problem can be written as

Θopt(c) = argmax
l

Θl(c), l = 1, 2, ... (34)

where Θl(c) stands for the lth candidate code matrix. For simplicity the candidate code matrices

are generated randomly and satisfy the power constraint. In order to obtain the adjustable code

matrix we can first randomly generate a set of matrices, and then substitute them into (32) to

compute the determinant. In the simulation, we randomly generate 500 code matrices and choose

the optimal one according to the FD-ARMO algorithm. The optimal code matrix with the largest

value of the determinant which achieves the minimal PEP will be employed at the relay node.

A summary of the FD-ARMO is given in Table III.

VI. SIMULATIONS

The simulation results are provided in this section to assess the proposed scheme and algo-

rithms. The cooperative MIMO system considered employs an AF protocol with the Alamouti

STBC scheme [18] using QPSK modulation in a quasi-static block fading channel with AWGN.

It is also possible to employ the DF protocol or use different number of antennas and relay
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TABLE III

SUMMARY OF THE FD-ARMO ALGORITHM

1: Choose the N × T STC scheme used at the relay node

2: Determine the dimension of the adjustable code matrix Φ which is N ×N

3: Compute the eigenvalue decomposition of ∆∆H and store the result in Λ

4: Generate a set of Φ randomly with the power constraint Tr(ΦeqkΦ
H
eqk) ≤ PR

5: For all Φ, compute

Θ(c) = det
(
I + c

2
√

2N0
ΦeqΛΦH

eq

)−1

6: Choose the code matrix according to

Θopt(c) = argmaxl Θl(c)

7: Store the optimal code matrix Φopt at the relay node

nodes with simple modification. The system is equipped with nr = 1 relay node and N = 2

antennas at each node. In the simulations, we set both the symbol power and the noise variance

σ2 as equal to 1, and the power of the adjustable code matrix in the ARMO algorithms are

normalized.

The upper bounds of the distributed-Alamouti (D-Alamouti), the randomized Alamouti (R-

Alamouti) in [10] and the adaptive Alamouti STC in C-ARMO RLS algorithm are shown in

Fig. 2. The theoretical pairwise error probabilities provide the largest decoding errors of the

three different coding schemes and as shown in the figure, by employing a randomized matrix

at the relay node it decreases the decoding error upper bound. The bounds become tighter to the

respective coding schemes as the SNR increases. The comparison of the simulation results in a

better BER performance of the R-Alamouti and the D-Alamouti which indicates the advantage

of using the randomized matrix at relay nodes. The C-ARMO RLS algorithm optimizes the

randomized matrices after each transmission which contributes to a lower error probability upper

bound, and the ML detection algorithm provides the optimal performance at the cost of a higher

computation complexity.

The proposed C-ARMO SG algorithm with a linear MMSE receiver is compared with the

SM scheme and the traditional RSTC algorithm using the D-Alamouti STBC scheme in [5] with
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Fig. 2. BER performance vs. Eb/N0 for the upper bound of the Alamouti schemes without the Direct Link

nr = 1 relay node in Fig. 3. The number of antennas N = 2 at each node and the effect of the

direct link is considered. The results illustrate that without the direct link, by making use of the

STC or the RSTC technique, a significant performance improvement can be achieved compared

to the spatial multiplexing system. The RSTC algorithm outperforms the STC-AF system, while

the C-ARMO SG algorithm can improve the performance by about 3dB as compared to the

RSTC algorithm. With the consideration of the direct link, the results indicate that the diversity

order can be increased, and using the C-ARMO SG algorithm an improved performance is

achieved with 2dB of gain as compared to employing the RSTC algorithm and 3dB of gain as

compared to employing the traditional STC-AF algorithm.

In Fig. 4, BER curves of different Alamouti coding schemes and the proposed C-ARMO RLS

algorithm with and without the direct link using an ML detector are compared. By comparing
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Fig. 3. BER performance vs. Eb/N0 for C-ARMO SG Algorithm with and without the Direct Link

the curves in Fig. 3 and in Fig. 4, it is noticed that by making use of the ML detector, the

performance of the different Alamouti coding schemes achieve the full diversity order and lower

error probabilities. In Fig. 4, the R-Alamouti scheme improves the performance by about 4dB

without the direct link compared to the D-Alamouti scheme, and the C-ARMO RLS algorithm

provides a significant improvement in terms of gains compared to the other two schemes. When

the direct link is considered, all the coding schemes can achieve the full diversity order and obtain

lower BER performances compared to that without the direct link, and still the C-ARMO RLS

algorithm which optimizes the adjustable code matrix achieves the lowest BER performance.

The simulation results shown in Fig. 5 illustrate the convergence property of the C-ARMO

SG algorithm. The SM, D-Alamouti and R-Alamouti algorithms obtain nearly flat performance

in BER as the utilization of fixed STC scheme and the randomized matrix. The SM scheme
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Fig. 4. BER performance vs. Eb/N0 for C-ARMO RLS Algorithm with and without the Direct Link

has the worst performance due to the lack of coding gains, while the D-Alamouti scheme can

provide a significant performance improvement in terms of the BER, and by employing the

randomized matrix at the relay node the BER performance can be further improved when the

transmission circumstances are the same as that of the D-Alamouti. The C-ARMO SG algorithm

shows its advantage by obtaining a fast convergence and a lower BER achievement. At the

beginning of the optimization process with a small number of sample vectors, the C-ARMO SG

algorithm achieves the BER level of the R-Alamouti scheme because the adjustable code matrix

is generated randomly as the same as the R-Alamouti scheme does, but with the increase in the

received symbols, the C-ARMO SG algorithm optimizes the adjustable code matrix after each

received symbol so that it achieves a better BER performance.

The simulation results shown in Fig. 6 illustrate the influence of the feedback channel on
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Fig. 5. BER performance vs. Number of Samples for C-ARMO SG Algorithm without the Direct Link

the C-ARMO SG algorithm. As mentioned in Section I, the optimized code matrix will be sent

back to each relay node through a feedback channel. The quantization and feedback errors are

not considered in the simulation results in Fig. 3 and Fig. 4, so the optimized code matrix is

perfectly known at the relay node after the C-ARMO SG algorithm; while in Fig. 6, it indicates

that the performance of the proposed algorithm will be affected by the accuracy of the feedback

information. In the simulation, we use 4 bits to quantize the real part and the imaginary part

of the element in the code matrix Φeqkj
[i], and the feedback channel is modeled as a binary

symmetric channel with different error probabilities. As we can see from Fig. 6, by decreasing

the error probabilities for the feedback channel with fixed quantization bits, the BER performance

approaches the performance with the perfect feedback, and by making use of 4 quantization bits

for the real and imaginary part of each parameter in the code matrix, the performance of the
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Fig. 6. BER performance vs. number of samples for C-ARMO algorithm with perfect and imperfect feedback links, quantization

bits = 4

C-ARMO SG algorithm is about 1dB worse with feedback error probability of 10−3.

In Fig. 7, we plot the average error probability with respect to the SNR for the FD-ARMO

algorithm and the C-ARMO SG algorithm. Different adjustable code matrices are used at the

relay node. As explained in the previous sections, the main difference between the FD-ARMO

and the C-ARMO algorithms is the deployment of the feedback channel. In the theoretical

derivation, the FD-ARMO can achieve the average minimum PEP without time for iteration and

this is shown in the simulation results. In Fig. 7, the C-ARMO curve and the FD-ARMO curve

are in the same shape because they optimize the adjustable code matrices with the same criterion,

but 1dB of gain has obtained by the C-ARMO SG algorithm because the exact adjustable code

matrix is transmitted back to the relay node in delay-free and error-free feedback channel. While

the FD-ARMO, according to the algorithm introduced in the previous section, chooses the optimal
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Fig. 7. Full-Distributed ARMO and C-ARMO SG

adjustable code matrix by using the statistical information of the channel before transmission so

that the performance will be influenced but the loss of gain is less than 1dB.

VII. CONCLUSION

We have proposed centralized adaptive robust matrix optimization (C-ARMO) algorithms for

the AF cooperative MIMO system using a linear MMSE receive filter and an ML receiver at

the destination node. The pairwise error probability of introducing the adaptive DSTC in a

cooperative MIMO network with the AF protocol has been derived. In order to eliminate the

need for a feedback channel we have derived a fully-distributed ARMO (FD-ARMO) algorithm

which can achieve a similar coding gain without the feedback as compared to the C-ARMO

algorithms. The simulation results illustrate the advantage of the proposed ARMO algorithms

by comparing them with the cooperative network employing the traditional DSTC scheme and
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the RSTC scheme. The proposed algorithms can be used with different DSTC schemes using

the AF strategy and can also be extended to the DF cooperation protocol.

APPENDIX A

We show how to obtain the expression of the linear MMSE receive filter wj and the adjustable

code matrix Φeqkj
[i] in equation (7) and (8) in Section III in the following.

The MSE optimization optimization problem is given by

[wj[i],Φeqk [i]] = arg min
wj [i],Φeqk

[i]
E
[
∥sj[i]−wH

j [i]r[i]∥2
]
, s.t. Tr(Φeqk [i]Φ

H
eqk

[i]) ≤ PR.

We define a cost function associated with the optimization problem above and expand it as

follows

L = E
[
∥sj[i]−wH

j [i]r[i]∥2
]
+ λ(Tr(Φeqk [i]Φ

H
eqk

[i])− PR)

= E
[
(sj[i]−wH

j [i]r[i])(sj[i]−wH
j [i]r[i])

H
]
+ λ(Tr(Φeqk [i]Φ

H
eqk

[i])− PR)

= E
[
sj[i]s

∗
j [i]
]
−wH

j [i]E
[
r[i]s∗j [i]

]
− E

[
sj[i]r

H [i]
]
wj[i] +wH

j [i]E
[
r[i]rH [i]

]
wj[i]

+ λ(Tr(Φeqk [i]Φ
H
eqk

[i])− PR),

(35)

where λ stands for the Lagrange multiplier and should be determined before the calculation. It

is worth to notice that the first and the third terms are not functions of wH
j [i], so by taking the

gradient of L with respect to w∗
j [i] and equating the terms to 0, we can obtain

L ′
w∗

j [i]
= −E

[
r[i]s∗j [i]

]
+ E

[
r[i]rH [i]

]
wj[i] = 0. (36)

By moving the first term in (36) to the right-hand side and by multiplying the inverse of the

auto-correlation of the received symbol vector, we obtain the expression of the linear MMSE

receive filter as

wj[i] = R−1p.

In order to obtain the expression of the adjustable code matrix Φeqkj
[i] we have to rewrite the
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received symbol vector r[i] as

r[i] =
nr∑
k=1

Φeqk [i]Geqk [i]s̃SRk
[i] + nRD[i]

=
nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i],

(37)

where Φeqkj
[i] denotes the adjustable code matrix assigned to the jth received symbol s̃SRkj

[i]

at the kth relay node, and geqkj
[i] stands for the jth column of the equivalent channel matrix

Geqk [i]. By substituting (37) into (35), the expression of L can be written as

L =E
[
sj[i]s

∗
j [i]
]

−wH
j [i]E[(

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i])s

∗
j [i]]

− E[sj[i]((w
H
j [i]

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i]))

H ]

+ E[(wH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i]))

H

wH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i])]

+ λ(Tr(Φeqk [i]Φ
H
eqk

[i])− PR),

and we do not have to consider the first and the second terms because they are not functions

of ΦH
eqkj

[i] so taking the gradient of L with respect to Φ∗
eqkj

[i] these terms will disappear. The

last three terms contain the sum of the adjustable code matrices, and we focus on the exact jth

code matrix we need and consider the rest of the sum terms as constants. We can rewrite L as

L =− E
[
sj[i](w

H
j [i]Φeqkj

[i]geqkj
s̃SRkj

[i])H
]
+ λ(Φeqkj

[i]ΦH
eqkj

[i]− PRI)

+ E[(wH
j [i]Φeqkj

[i]geqkj
[i]s̃SRkj

[i])HwH
j [i]Φeqkj

[i]geqkj
[i]s̃SRkj

[i]],

(38)

and by taking the gradient of L in (38) with respect to ΦH
eqkj

[i] and equating the terms to zero,

we can obtain the adjustable code matrix as

Φeqkj
[i] = R̃

−1
P̃ ,

where R̃ = E
[
sj[i]s̃SRkj

[i]wj[i]w
H
j [i] + λI

]
and P̃ = E

[
sj[i]s̃SRkj

[i]wj[i]g
H
eqkj

[i]
]
.
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APPENDIX B

We show the detailed derivation of the C-ARMO SG algorithm in this section. First, we have

to rewrite the received symbol vector rRkD transmitted from the kth relay node. By employing

the AF cooperative strategy and space-time coding schemes at the relay node, the received

symbol vector at the relay nodes will be amplified and re-encoded prior to being forwarded to

the destination node. Let us first define the amplified symbol vector before re-encoding as

s̃SRk
[i] = ARkD[i](F SRk

[i]s[i] + nSRk
[i])

= ARkD[i]F SRk
[i]s[i] +ARkD[i]nSRk

[i]

= F Rk
[i]s[i] + nRk

[i],

(39)

where ARkD[i] denotes the N×N amplify matrix at the kth relay node. The symbol vector s̃SRk
[i]

will be mapped to an N × T space-time code matrix M (s̃), and multiplied by an adjustable

code matrix which is generated randomly before being forwarded to the destination node. By

substituting (39) into (4), the relationship between all the relay nodes and the destination node

can be written as

rRD =
nr∑
k=1

Φeqk [i]Geqk [i](FRk
[i]s[i] + nRk

[i]) + nRD[i]

=
nr∑
k=1

Φeqk [i]Dk[i]s[i] + nD[i]

=
nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj[i] + nD[i],

(40)

where the NT×N matrix Dk[i] contains all the channel information between the source node and

the kth relay node, and between the kth relay node and the destination node. The noise vector at

the destination node nD[i] is Gaussian with covariance matrix σ2(1+Tr(
∑nr

k=1Φeqk [i]Dk[i]))IN .

By substituting (40) into (5), we can rewrite the MSE optimization problem as

[wj[i],Φeqkj
[i]] = arg min

wj [i],Φeqkj
[i]
E

[
∥sj[i]−wH

j [i](
nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj[i] + nD[i])∥2

]
,

s.t. Tr(
N∑
j=1

Φeqkj [i]Φ
H
eqkj

[i]) ≤ PR.

(41)
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By taking the instantaneous gradient of L in (35) with respect to w∗
j [i] and Φ∗

eqkj
[i] we can

obtain

∇Lw∗
j [i]

= ∇E
[
∥sj[i]−wH

j [i]r[i]∥2
]
w∗

j [i]

= (sj[i]−wH
j [i]r[i])

H∇w∗
j [i]

(sj[i]−wH
j [i]r[i])

= −e∗j [i]r[i],

∇LΦ∗
eqkj

[i] = ∇E

[
∥sj[i]−wH

j [i](
nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj[i] + nRD[i])∥2

]
Φ∗

eqkj
[i]

= ∇Φ∗
eqkj

[i](sj[i]−wH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj[i] + nRD[i])∥2)H(sj[i]−wH

j [i]r[i])

= −ej[i]s
∗
j [i]wj[i]d

H
kj
[i],

(42)

where ej[i] stands for the jth detected error. By employing step sizes β and µ for the receive

filter and the code matrix recursions, respectively, we obtain the C-ARMO SG algorithm derived

as
wj[i+ 1] = wj[i] + β(e∗j [i]r[i]),

Φeqkj
[i+ 1] = Φeqkj

[i] + µ(ej[i]s
∗
j [i]d

H
kj
[i]wj[i]).
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Adaptive Distributed Space-Time Coding
Based on Adjustable Code Matrices for
Cooperative MIMO Relaying Systems

Tong Peng, Rodrigo C. de Lamare, Senior Member, IEEE, and Anke Schmeink, Member, IEEE

Abstract—An adaptive distributed space-time coding (D-
STC) scheme is proposed for two-hop cooperative MIMO
networks. Linear minimum mean square error (MMSE)
receive filters and adjustable code matrices subject to
a power constraint are considered with an amplify-and-
forward (AF) cooperation strategy. In the proposed adap-
tive DSTC scheme, an adjustable code matrix obtained by a
feedback channel is employed to transform the space-time
coded matrix at the relay node. The effects of the limited
feedback and the feedback errors are considered. Linear
MMSE expressions are devised to compute the parameters
of the adjustable code matrix and the linear receive filters.
Stochastic gradient (SG) and least-squares (LS) algorithms
are also developed with reduced computational complexity.
An upper bound on the pairwise error probability analysis
is derived and indicates the advantage of employing the
adjustable code matrices at the relay node. An alternative
optimization algorithm for the adaptive DSTC scheme is
also derived in order to eliminate the need for the feedback.
The algorithm provides a fully distributed scheme for the
adaptive DSTC at the relay node based on the minimization
of the error probability. Simulation results show that the
proposed algorithms obtain significant performance gains
as compared to existing DSTC schemes.

Index Terms—Adaptive algorithms, space time codes
with feedback, cooperative systems, distributed space time
codes.

I. INTRODUCTION

Cooperative multiple-input and multiple-output (MI-
MO) systems, which employ multiple relay nodes with
antennas between the source node and the destination
node as a distributed antenna array, can obtain diversity
gains by providing copies of the transmitted signals
to improve the reliability of wireless communication
systems [1]. Among the links between the relay nodes
and the destination node, cooperation strategies such as

Tong Peng, Rodrigo C. de Lamare is with Communications Research
Group, Department of Electronics, University of York, York YO10
5DD, UK, e-mails: tp525@ohm.york.ac.uk; rcdl500@ohm.york.ac.uk

Anke Schmeink, UMIC Research Centre, RWTH Aachen University,
D-52056 Aachen, Germany, e-mail: schmeink@umic.rwth-aachen.de

Part of this work has been presented at ISWCS 2012.

Amplify-and-Forward (AF), Decode-and-Forward (DF),
Compress-and-Forward (CF) [2] and various distributed
space-time coding (DSTC) schemes in [3], [4] and [5]
can be employed.

The utilization of a distributed space-time code (D-
STC) at the relay node in a cooperative network, provid-
ing more copies of the desired symbols at the destination
node, can offer the system diversity and coding gains
to mitigate the interference. A recent focus on DSTC
techniques lies in the design of delay-tolerant codes and
full-diversity schemes with minimum outage probability.
An opportunistic DSTC scheme with the minimum out-
age probability is designed for a DF cooperative network
and compared with the fixed DSTC schemes in [6]. An
adaptive distributed-Alamouti (D-Alamouti) space-time
block code (STBC) design is proposed in [7] for non-
regenerative dual-hop wireless systems which achieves
the minimum outage probability. DSTC schemes for the
AF protocol are discussed in [8]-[9]. In [8], the GABBA
STC scheme is extended to a distributed MIMO network
with full-diversity and full-rate, while an optimal algo-
rithm for the design of the DSTC scheme to achieve
the optimal diversity and multiplexing tradeoff is derived
in [9]. In [10], a new STC scheme that multiplies a
randomized matrix by the STC matrix at the relay node
before the transmission is derived and analyzed. The
randomized space-time code (RSTC) can achieve the
performance of a centralized space-time code in terms
of coding gain and diversity order.

Optimal space-time codes can be obtained by trans-
mitting the channel or other useful information for code
design back to the source node, in order to achieve higher
coding gains by pre-processing the symbols. In [11], the
trade-off between the length of the feedback symbols,
which is related to the capacity loss and the transmission
rate is discussed, whereas in [12] one solution for this
trade-off problem is derived. The utilization of limited
feedback for STC encoding has been widely discussed
in the literature. In [13], the phase information is sent
back for STC encoding in order to maintain the full
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diversity, and the phase feedback is employed in [14]
to improve the performance of the Alamouti STBC.
A limited feedback link is used in [15] and [16] to
provide the channel information for the pre-coding of
an orthogonal STBC scheme.

In this paper, we propose an adaptive distributed
space-time coding scheme and algorithms for cooper-
ative MIMO relaying systems. This work is first in-
troduced and discussed in [22]. We first develop a
centralized algorithm to compute the parameters of an
adjustable code matrix with limited feedback. Then
adaptive optimization algorithms are derived based on
the MSE and ML criteria subject to constraints on the
transmitted power at the relays, in order to release the
destination node from the high computational complex-
ity of the optimization process. We focus on how the
adjustable code matrix affects the DSTC during the
encoding and how to optimize the linear receive filter
with the code matrix iteratively or, alternatively, by
employing an ML detector and adjusting the code matrix.
The upper bound of the error probability of the proposed
adaptive DSTC is derived in order to show its advantages
as compared to the traditional DSTC schemes and the
influence of the imperfect feedback is discussed. It is
shown that the utilization of an adjustable code matrix
benefits the performance of the system compared to
employing traditional STC schemes. Then, we derive
a fully distributed matrix optimization algorithm which
does not require feedback. The pairwise error probability
of the adaptive DSTC is employed in order to devise
a distributed algorithm and to eliminate the need for
feedback channels. The fully distributed matrix optimiza-
tion algorithm allows to choose the optimal adjustable
matrix before the transmission, and also achieves the
minimum pairwise error probability when the statistical
information of the channel does not change. The differ-
ences of our work compared with the existing works
are discussed as follows. First, an optimal adjustable
code matrix will be multiplied by an existing space-
time coding scheme at the relay node and the encoded
data are forwarded to the destination node. The code
matrix is first generated randomly as discussed in [10],
and it is optimized according to different criteria at the
destination node by the proposed algorithm. Second, in
order to implement the adaptive algorithm, the adjustable
code matrix is optimized with the linear receive filter
vector iteratively, and then transmitted back to the relay
node via a feedback channel. The impact of the feedback
errors are considered and shown in the simulations.

The paper is organized as follows. Section II in-
troduces a two-hop cooperative MIMO system with
multiple relays applying the AF strategy and the adaptive

N

FSR1

FSRnr

Destination

NodeNode

Relay

1

NN

Relay N

N

nr

N

GR1D

GRnrD

HSDSource

Q
Feedback
Channel

Q−1

Fig. 1. Cooperative MIMO system model with nr relay nodes

DSTC scheme. In Section III the proposed optimization
algorithms for the adjustable code matrix are derived,
and the pairwise error probability is analyzed in Section
IV. The fully distributed optimization algorithm is de-
rived in Section V, and the results of the simulations are
given in Section VI. Section VII gives the conclusions
of the work.

Notation: the italic, bold lower-case and bold upper-
case letters denote scalars, vectors and matrices, respec-
tively. The operators E[·] and (·)H stand for expected
value and the Hermitian operator. The N × N identity

matrix is written as IN . ∥ X ∥F=
√
Tr(XH ·X) =√

Tr(X ·XH) is the Frobenius norm. ℜ[·] and ℑ[·]
stand for the real part and the imaginary part, respec-
tively. Tr(·) stands for the trace of a matrix, and (·)†
for pseudo-inverse.

II. COOPERATIVE MIMO SYSTEM MODEL

The communication system under consideration is
a two-hop cooperative MIMO system which employs
multiple relay nodes as shown in Fig. 1. The first hop
is devoted to the source transmission, which broadcasts
the information symbols to the relay nodes and to the
destination node. The second hop forwards the amplified
and re-encoded information symbols from the relay n-
odes to the destination node. An orthogonal transmission
protocol is considered which requires that the source
node does not transmit during the time period of the
second hop. In order to evaluate the adaptive optimiza-
tion algorithms, a binary systematic channel (BSC) is
considered as the feedback channel.

Consider a cooperative MIMO system with nr relay
nodes that employ the AF cooperative strategy as well as
a DSTC scheme. All nodes have N antennas to transmit
and receive. We consider only one user at the source
node in our system that operates in a spatial multiplexing
configuration. Let s[i] denote the transmitted information
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symbol vector at the source node, which contains N
parameters, s[i] = [s1[i], s2[i], ..., sN [i]], and has a
covariance matrix E

[
s[i]sH [i]

]
= σ2

sI , where σ2
s is the

signal power which we assume to be equal to 1. The
source node broadcasts s[i] from the source to nr relay
nodes as well as to the destination node in the first hop,
which can be described by

rSD[i] = HSD[i]s[i] + nSD[i],

rSRk
[i] = F SRk

[i]s[i] + nSRk
[i],

(1)

i = 1, 2, ... , N, k = 1, 2, ... nr,

where rSRk
[i] and rSD[i] denote the received symbol

vectors at the kth relay node and at the destination node,
respectively. The N × 1 vector nSRk

[i] and nSD[i] de-
note the zero mean complex circular symmetric additive
white Gaussian noise (AWGN) vector generated at the
kth relay node and at the destination node with variance
σ2. The matrices F SRk

[i] and HSD[i] are the N × N
channel gain matrices between the source node and the
kth relay node, and between the source node and the
destination node, respectively.

The received symbols are amplified and re-encoded at
each relay node prior to transmission to the destination
node in the second hop. The received symbol vector
rSRk

is pre-processed before mapped into an STC
matrix according to the AF cooperative strategy. We
assume that the synchronization at each node is perfect.
After processing the received vector rSRk

[i] at the kth
relay node, the signal vector s̃SRk

[i] can be obtained and
then forwarded to the destination node. The symbols in
s̃SRk

[i] will be re-encoded by an N × T DSTC scheme
M(s̃), multiplied by an N×N randomized matrix Φk[i]
in [10], and then forwarded to the destination node. The
relationship between the kth relay and the destination
node can be described as

RRkD[i] = GRkD[i]Φk[i]MRkD[i] +NRkD[i], (2)

where the N × T matrix MRkD[i] is the DSTC matrix
employed at the kth relay nodes whose elements are the
information symbols in s̃SRk

[i]. The N × T received
symbol matrix RRkD[i] in (2) can be written as an NT×
1 vector rRkD[i] given by

rRkD[i] = Φeqk [i]Geqk [i]s̃SRk
[i] + nRkD[i], (3)

where the block diagonal NT ×NT matrix Φeqk [i] de-
notes the equivalent randomized matrix and the NT×N
matrix Geqk [i] stands for the equivalent channel matrix
which is the DSTC scheme M(s̃[i]) combined with
the channel matrix GRkD[i]. The NT × 1 equivalent
noise vector nRkD[i] generated at the destination node
contains the noise parameters in NRkD[i].

By making use of the randomized matrix Φeqk [i]
which achieves the full diversity order and provides
a lower error probability has been discussed in [10].
Three types of the randomized matrices are generated
and compared in [10]. The uniform phase randomized
matrix contains elements generated using ejθ where θ is
uniformly distributed in [0, 2π), the Gaussian random-
ized matrix contains the elements which are zero-mean
independent and obey the Gaussian distribution, and the
uniform sphere randomized matrix contains the elements
which are uniformly distributed on the surface of a
complex hyper-sphere of the radius ρ. In our system, the
uniform phase randomized matrix is employed because
it provides the minimum BER among three randomized
matrices shown in [10], and the proposed adaptive al-
gorithms designed in the next section optimize the code
matrices employed at the relay nodes in order to achieve
a lower BER performance. At each relay node, the traces
of the randomized matrices are normalized so that no
increase in the energy is introduced at the relay nodes.

After rewriting RRkD[i] we can consider the received
symbol vector at the destination node as a (T +1)N ×1
vector with two parts, one is from the source node and
another one is the superposition of the received vectors
from each relay node. Therefore, the received symbol
vector for the cooperative MIMO system can be written
as

r[i] =

[
HSD[i]s[i]∑nr

k=1 Φeqk [i]Geqk [i]s̃SRk
[i]

]
+

[
nSD[i]
nRD[i]

]
= DD[i]s̃D[i] + nD[i],

(4)

where the (T +1)N × 2N block diagonal matrix DD[i]
denotes the channel gain matrix of all the links in the
network which contains the N ×N channel coefficients
matrix HSD[i] between the source node and the des-
tination node, the NT × N equivalent channel matrix
Geqk [i] for k = 1, 2, ..., nr between each relay node and
the destination node. We assume that the coefficients in
all channel matrices are independent and remain constant
over the transmission. The (T + 1)N × 1 noise vector
nD[i] contains the received noise vector at the destina-
tion node, which can be modeled as an additive white
Gaussian noise (AWGN) with zero mean and covariance
matrix σ2(1+ ∥

∑nr

k=1 Φeqk [i]Geqk [i]ARkD[i] ∥2F )I ,
where ARkD[i] stands for the amplification matrix as-
signed at the kth relay node.
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III. JOINT ADAPTIVE CODE MATRIX OPTIMIZATION
AND RECEIVER DESIGN

In this section, we jointly design an MMSE adjustable
code matrix and the receiver for the proposed DSTC
scheme. Adaptive SG and RLS algorithms [17] for
determining the parameters of the adjustable code matrix
with reduced complexity are also devised. The DSTC
scheme used at the relay node employs an MMSE-
based adjustable code matrix, which is computed at the
destination node and obtained by a feedback channel in
order to process the data symbols prior to transmission
to the destination node. It is worth to mention that the
code matrices are only used at the relay node so the
direct link from the source node to the destination node
is not considered in the optimization.

A. Linear MMSE Receiver Design with Adaptive DSTC
Optimization

The linear MMSE receiver design with optimal code
matrices is derived as follows. By defining the (T +
1)N × 1 parameter vector wj [i] to determine the jth
symbol sj [i], we propose the MSE based optimization
with a power constraint at the destination node described
by

[wj [i],Φeqk [i]] =

arg min
wj [i],Φeqk

[i]
E
[
∥sj [i]−wH

j [i]r[i]∥2
]
,

s.t. Tr(Φeqk
[i]ΦH

eqk
[i]) ≤ PR,

(5)

where r[i] denotes the received symbol vector at the
destination node which contains the adjustable space-
time code matrix with the power constraint PR. By
employing a Lagrange multiplier λ we can obtain the
Lagrange expression shown as

L =E
[
∥sj [i]−wH

j [i]r[i]∥2
]

+ λ(Tr(Φeqk
[i]ΦH

eqk
[i])− PR).

(6)

Since wj [i] can be optimized by expanding the right-
hand side of (6), by taking the gradient with respect to
w∗

j [i] and equating the terms to zero, we can obtain the
jth MMSE receive filter

wj [i] = R−1p, (7)

where the first term R = E
[
r[i]rH [i]

]
denotes the auto-

correlation matrix and the second one p = E
[
r[i]s∗j [i]

]
stands for the cross-correlation vector. To optimize the
code matrix Φeqkj

[i] for each symbol at each relay node,
we can calculate the code matrix by taking the gradient
with respect to Φ∗

eqkj
[i] and equating the terms to zero,

resulting in
Φeqkj

[i] = R̃
−1

P̃ , (8)

where λ stands for the Lagrange multiplier, and
R̃ = E

[
sj [i]s̃SRkj

[i]wj [i]w
H
j [i] + λI

]
and P̃ =

E
[
sj [i]s̃SRkj

[i]wj [i]g
H
eqkj

[i]
]

are NT × NT ma-
trices. The value of the Lagrange multiplier λ
can be determined by substituting Φeqkj

[i] into
λTr(Φeqk

[i]ΦH
eqk

[i]) = PR and solving the power con-
straint function. In the proposed adaptive algorithm we
employ quantization instead of using the Lagrange multi-
plier, which requires less computational complexity. The
detailed explanation is shown in the next section.

Appendix A includes a detailed derivation of wj [i]
and Φeqj [i]. The power constraint can be enforced by
employing the Lagrange multiplier and by substituting
the power constraint into the MSE cost function. In (8)
a closed-form expression of the code matrix Φeqkj

[i] as-
signed for the jth received symbol at the kth relay node
is derived. The problem is that the optimization method
requires the calculation of a matrix inversion with a high
computational complexity of O((N(T +1))3), and with
the increase in the number of antennas employed at each
node or the use of more complicated STC encoders at
the relay nodes, the computational complexity increases
cubically according to the matrix sizes in (7) and (8).

B. Adaptive Stochastic Gradient Optimization Algorithm
In order to reduce the computational complexity and

achieve an optimal performance, a centralized adaptive
robust matrix optimization (C-ARMO) algorithm based
on the SG algorithm with a linear receiver design is
proposed as follows.

The Lagrangian resulting from the optimization prob-
lem is derived in (6). The MMSE receive filter can
be calculated by (7) which requires a matrix inversion.
The Lagrange multiplier λ should be determined before
the optimization so the calculation of the value of λ is
another problem. In this paper, the power constraint is
enforced by a normalization procedure after determining
the code matrices instead of employing a Lagrange
multiplier, which is a more efficient method to maintain
the transmission power at the relay nodes. A simple
adaptive algorithm for determining the linear receive
filter vectors and the code matrices can be achieved by
taking the instantaneous gradient term of (5) with respect
to w∗

j [i] and with respect to Φ∗
eqkj

[i], respectively, which
are

∇Lw∗
j [i]

= ∇E
[
∥sj [i]−wH

j [i]r[i]∥2
]
w∗

j [i]

= −e∗j [i]r[i],

∇LΦ∗
eqkj

[i] = ∇E
[
∥sj [i]−wH

j [i]r[i]∥2
]
Φ∗

eqkj
[i]

= −ej [i]s
∗
j [i]wj [i]d

H
kj
[i],

(9)
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TABLE I
SUMMARY OF THE C-ARMO SG ALGORITHM

1: Initialize: wj [0] = 0NT×1,
2: Φ[0] is generated randomly with

the power constraint Tr(ΦeqkΦ
H
eqk

) ≤ PR.
3: For each instant of time, i=1, 2, ..., compute
4: ∇Lw∗

j [i]
= −e∗j [i]r[i],

5: ∇LΦ∗
eqkj

[i] = −ej [i]s
∗
j [i]wj [i]d

H
kj

[i],

6: where ej [i] = sj [i]−wH
j [i]r[i].

7: Update wj [i] and Φeqkj
[i] by

8: wj [i+ 1] = wj [i] + β(e∗j [i]r[i]),
9: Φeqkj

[i+ 1] = Φeqkj
[i] + µ(ej [i]s

∗
j [i]wj [i]d

H
kj

[i]),

10: Φeqkj
[i+ 1] =

√
PRΦeqkj

[i+1]√∑N
j=1 Tr(Φeqkj

[i+1]ΦH
eqkj

[i+1])
.

where ej [i] stands for the jth detected error, and the
NT × 1 vector dkj [i] denotes the jth column of the
channel matrix which contains the product of the channel
matrices F SRk

and GRkD. After we obtain (9) the
proposed algorithm can be obtained by introducing a step
size into a gradient optimization algorithm to update the
result until the convergence is reached, and the algorithm
is given by

wj [i+ 1] = wj [i] + β(e∗j [i]r[i]),

Φeqkj
[i+ 1] = Φeqkj

[i] + µ(ej [i]s
∗
j [i]wj [i]d

H
kj
[i]),

(10)
where β and µ denote the step sizes for the recursions
for the estimation of the linear MMSE receive filter and
the code matrices, respectively. A detailed derivation is
included in Appendix B.

The energy of the code matrices in (10) will be
increased with the processing of the adaptive algorithm,
which will contribute to the reduction of the error
probability. In order to eliminate the transmission power
introduced by the optimization algorithm, a normaliza-
tion of the code matrix after the optimization is required
and implemented as follows

Φeqkj
[i+ 1] =

√
PRΦeqkj

[i+ 1]√∑N
j=1 TrΩ

, (11)

where Ω = Φeqkj
[i+ 1]ΦH

eqkj
[i+ 1].

A summary of the C-ARMO SG algorithm is given
in Table I.

According to (10), the receive filter wj [i] and the code
matrix Φeqkj

[i] depend on each other, so the algorithm in
[19] can be used to determine the linear MMSE receive
filter and the code matrix iteratively, and the optimization
procedure can be completed. The complexity of calcu-
lating the optimal wj [i] and Φeqkj

[i] is O(N(T + 1))

and O(N2T 2), respectively, which is much less than
O(N3(T + 1)3) and O(N4T 4) by using (7) and (8).
As mentioned in Section I, the optimal MMSE code
matrices will be sent back to the relay nodes via a
feedback channel, and the influence of the imperfect
feedback is shown and discussed in simulations.

C. ML Detection and LS Code Matrix Estimation Algo-
rithm

The criterion for optimizing the adjustable code ma-
trices and performing symbol detection in the C-ARMO
algorithm can be changed to the maximum likelihood
(ML) criterion, which is equivalent to a Least-squares
(LS) criterion in this case. For example, if we take the
ML instead of the MSE criterion to determine the code
matrices, then we have to store an N × D matrix S
at the destination node which contains all the possible
combinations of the transmitted symbol vectors. The ML
optimization problem can be written as

[ŝdj
[i], Φ̂eqkj

[i]] = arg min
sdj [i],Φeqkj

[i]

∥r[i]− (

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sdj [i])∥2,

(12)

s.t. Tr(Φeqk
[i]ΦH

eqk
[i]) ≤ PR, for d = 1, ...,D,

where ŝdj [i] stands for the desired symbol and sdj [i]
denotes the (j, d)th element in the symbol matrix S. By
substituting each column of S into (12), we can obtain
the most likely transmitted symbol vector ŝ. It is worth
to mention that the optimization algorithm contains a
discrete part which refers to the ML detection and a
continuous part which refers to the optimization of the
code matrix, and the detection and the optimization can
be implemented separately as they do not dependent on
each other. The optimization algorithm can be considered
as a mixed discrete-continues optimization. In this case,
other detectors such as sphere decoders can be used
in the optimization algorithm in the detection part in
order to reduce the computational complexity without
an impact to the performance.

After determining the transmitted symbol vector, we
can calculate the optimal code matrix Φeqk [i] by em-
ploying the LS estimation algorithm. The Lagrangian
expression is given by

L =∥r[i]− (

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]ŝdj [i])∥2

+ λ(Tr[Φeqk [i]Φ
H
eqk

[i]]− PR),

(13)
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and by taking the instantaneous gradient of L with
respect to the code matrix Φ∗

eqkj
[i] we can obtain

∇LΦ∗
eqkj

[i] = (r[i]− r̂[i])∇Φ∗
eqkj

[i](r[i]− r̂[i])H

= (r[i]− r̂[i])(−ŝ∗dj
[i]dkj [i])

= (rej [i]−Φeqkj
[i]dkj [i]ŝdj [i])

(−ŝ∗dj
[i]dkj [i]),

(14)
where r̂[i] =

∑nr

k=1

∑N
j=1 Φeqkj

[i]dkj [i]ŝdj [i] denotes
the received symbol vector without the effect of noise,
and rej [i] = r[i] −

∑nr

k=1

∑N
l=1,l ̸=j Φeqkl

[i]dkl
[i]ŝdl

[i]
stands for the received vector without the desired code
matrix. The power constraint is not considered because
the quantization method can be employed in order to re-
duce the high computational complexity for determining
the value of the Lagrange multiplier.

The optimal code matrix Φ̂eqkj
[i] requires

∇LΦ∗
eqkj

[i] = 0, and by substituting r̂[i] into (13)
we can obtain the optimal adjustable code matrix as
given by

Φeqkj
[i] =ŝ∗dj

[i]rej [i]d
H
kj
[i]

(| ŝdj [i] |2 dkj [i]d
H
kj
[i])†.

(15)

The optimal code matrices will be normalized in order to
eliminate the energy introduced during the optimization
and then transmitted back to the relay nodes.

D. RLS Code Matrix Estimation Algorithm

The RLS estimation algorithm for the code matrix
Φeqkj

[i] is derived in this section. The ML detector
is employed so that the detection and the optimization
procedures are separate as explained in the last section,
so we focus on how to optimize the code matrix rather
than the detection. The superior convergence behavior to
the LS algorithm when the size of the adjustable code
matrix is large indicates the reason of the utilization of
an RLS estimation, and it is worth to mention that the
computational complexity reduces from cubic to square
by employing the RLS algorithm.

According to the RLS algorithm, the optimization
problem is given by

[Φ̂eqkj
[n]] = arg min

Φeqkj
[n]

n∑
i=1

λn−i∥r[n]− (

nr∑
k=1

N∑
j=1

Φeqkj
[n]dkj [n]ŝdj [n])∥2,

(16)
s.t. Tr(Φeqk

[n]ΦH
eqk

[n]) ≤ PR,

where λ stands for the forgetting factor. By expanding
the right-hand side of (16) and taking gradient with
respect to Φ∗

eqkj
[i] and equaling the terms to zero, we

obtain

Φeqkj
[n] =(

n∑
i=1

λn−ire[n]r
H
kj
[n])

(
n∑

i=1

λn−irkj [n]r
H
kj
[n])−1,

(17)

where the NT × 1 vector re[n] = Φeqkj
[n]dkj [n]ŝdj [n]

and rkj [n] = dkj [n]ŝdj [n]. The power constraint is still
not considered during the optimization. We define

Ψ[n] =

n∑
i=1

λn−irkj [n]r
H
kj
[n] = λΨ[i−1]+rkj [n]r

H
kj
[n],

(18)

Z[n] =

n∑
i=1

λn−ire[n]r
H
kj
[n] = λZ[n] + re[n]r

H
kj
[n],

(19)
so that we can rewrite (17) as

Φeqkj
[n] = Z[n]Ψ−1[n]. (20)

By employing the matrix inversion lemma in [21], we
can obtain

Ψ−1[n] = λ−1Ψ−1[n− 1]−λ−1k[n]rHkj
[n]Ψ−1[n− 1],

(21)
where k[n] = (λ−1Ψ−1[n − 1]rkj [n])/(1 +
λ−1rHkj

[n]Ψ−1[n−1]rkj [n]). We define P [n] = Ψ−1[n]
and by substituting (19) and (21) into (20), the
expression of the code matrix is given by

Φeqkj
[n] = λZ[n− 1]P [n] + re[n]r

H
kj
[n]P [n]

= Z[n− 1]P [n− 1] + re[n]r
H
kj
[n]P [n]

+Z[n− 1]k[n]rHkj
[n]P [n− 1]

= Φeqkj
[n− 1]

+ λ−1(re[n]−Z[n− 1]k[n])rHkj
[n]P [n− 1].

(22)
Table II shows a summary of the C-ARMO RLS

algorithm.

IV. PROBABILITY OF ERROR ANALYSIS

In this section, the pairwise error probability (PEP)
of the system employing the adaptive DSTC will be de-
rived. As we mentioned in the first section, the adjustable
code matrices will be considered in the derivation as it
affects the performance by reducing the upper bound
of the pairwise error probability. The PEP upper bound
of the traditional STC schemes in [18] is introduced for
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TABLE II
SUMMARY OF THE C-ARMO RLS ALGORITHM

1: Initialize: P [0] = δ−1INT×NT , Z[0] = INT×NT ,
2: the value of δ is small when SNR is high

and is large when SNR is low,
3: Φ[0] is generated randomly with

the power constraint trace(Φeqk [i]Φ
H
eqk

[i]) ≤ PR.
4: For each instant of time, i=1, 2, ..., compute

5: k[i] =
λ−1Ψ−1[n−1]rkj

[n]

1+λ−1rH
kj

[n]Ψ−1[n−1]rkj
[n]

,

6: Φeqkj
[i] = Φeqkj

[i− 1]

+λ−1(re[n]−Z[n− 1]k[n])rH
kj

[n]P [n− 1],
7: P [i] = λ−1P [i− 1]− λ−1k[n]rH

kl
[i]P [i− 1],

8: Z[i] = λZ[i− 1] + re[i]rH
kj

[i].

12: Φeqkj
[i] =

√
PRΦeqkj

[i]√∑N
j=1 trace(Φeqkj

[i]ΦH
eqkj

[i])
.

comparison, and the main difference lies in the eigenval-
ues of the adjustable code matrices. Please note that the
direct link is ignored in the PEP upper bound derivation
in order to concentrate on the effects of the adjustable
code matrix on the performance. The expression of the
upper bound holds for systems with different sizes and
an arbitrary number of relay nodes.

Consider an N×N STC scheme at the relay node with
T codewords, and the codeword C1 is transmitted and
decoded as another codeword Ci at the destination node,
where i = 1, 2, ..., T . According to [18], the probability
of error for this code can be upper bounded by the sum
of all the probabilities of incorrect decoding, which is
given by

Pe ≤
T∑

i=2

P(C1 → Ci). (23)

Assuming that the codeword C2 is decoded at the des-
tination node and that we know the channel information
perfectly, we can derive the pairwise error probability as

P(C1 → C2 | Φ)

= P(∥ R1 −GΦC1 ∥2F − ∥ R1 −GΦC2 ∥2F> 0 | Φeq)

= P(∥ r1 −ΦeqGeqFs1 ∥2F − ∥ r1 −ΦeqGeqFs2 ∥2F> 0 | Φeq),
(24)

where F and Geq stand for the channel coefficient
matrix between the source node and the relay node,
and between the relay node and the destination node,
respectively. The N × N adjustable code matrix is
denoted by Φ with the equivalent matrix of Φeq . By
defining D = GeqF , which stands for the total channel
coefficients matrix for all links and expanding the Frobe-
nius norm, we can rewrite the pairwise error probability

expression in (24) as

P(C1 → C2 | Φeq) = P(∥ ΦeqD(s1 − s2) ∥2F< Y ),
(25)

where Y = Tr(n1HΦeqD(s1 − s2) + (ΦeqD(s1 −
s2))Hn1), and n1 denotes the noise vector at the
destination node with zero mean and covariance matrix
σ2(∥ ΦeqGeq ∥2F )I . By making use of the Q function,
we can derive the pairwise error probability as

P(C1 → C2 | Φeq) = Q

(√
γ

2
∥ ΦeqD(s1 − s2) ∥F

)
,

(26)
where Q = 1√

2π

∫∞
x

exp
(
−u2

2

)
du, and γ is the re-

ceived SNR at the destination node assuming the trans-
mit power is equal to 1.

In order to obtain the upper bound of P(C1 → C2 |
Φeq) we expand the formula ∥ ΦeqD(s1 − s2) ∥2F .
Let UHΛsU be the eigenvalue decomposition of (s1 −
s2)H(s1 − s2), where U is a unitary matrix with the
eigenvectors and Λs is a diagonal matrix which con-
tains all the eigenvalues of the difference between two
different codewords s1 and s2. Let V HΛΦV stand for
the eigenvalue decomposition of (ΦeqDU)HΦeqDU ,
where V is a unitary matrix that contains the eigenvec-
tors and ΛΦ is a diagonal matrix with the eigenvalues
arranged in decreasing order. Therefore, the pairwise
probability of error can be written as

P(C1 → C2 | Φeq) = Q


√√√√γ

2

NT∑
m=1

N∑
n=1

λΦmλsn |ξn,m|2

 ,

(27)
where ξn,m is the (n,m)th element in V , and λΦm and
λsn are the mth and the nth eigenvalues in ΛΦm and
Λs, respectively. According to [18], an appropriate upper
bound assumption of the Q function is given by

Q(x) ≤ 1

2
e

−x2

2 . (28)

Thus, we can derive the upper bound of the pairwise
error probability for an adaptive STC scheme as

P(C1 → C2 | Φeq) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λΦmλsn |ξn,m|2
)
,

(29)
while the upper bound of the error probability expression
for a traditional STC in [18] is given by

P(C1 → C2 | Deq) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λsn |ξn,m|2
)
.

(30)
By comparison of (29) and (30), it is obvious that
the eigenvalue of the adjustable code matrix has to be
considered in the expression of PEP, which suggests that
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employing an adjustable code matrix for an STC scheme
at the relay node can provide an improvement in BER
performance.

V. THE FULLY DISTRIBUTED ADAPTIVE ROBUST
MATRIX OPTIMIZATION ALGORITHM

Inspired by the analysis developed in the previous sec-
tion, we derive a fully distributed ARMO (FD-ARMO)
algorithm which does not require the feedback channel
in this section. We will extend the exact PEP expression
in [20] for MIMO communication systems to the AF
cooperative MIMO systems with the adaptive DSTC
schemes. Then, we design the FD-ARMO algorithm to
determine and store the adjustable code matrices at the
relay nodes before the transmission in Phase II.

The exact PEP expression of a space-time code has
been given by Taricco and Biglieri in [20], which con-
tains the sum of the real part and the imaginary part of
the mean value of the error probability, and the moment
generating function (MGF) is employed to compute the
mean value. To extend the exact PEP expression to
the cooperative MIMO systems, we have to first find
the end-to-end transmission and receive relationship. In
Appendix B we obtain the received symbol vector at the
destination node, which is written as

rRD =

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj [i] + nRD[i],

where dkj denotes the jth column in the equivalent
channel matrix that combines the links of the kth relay
node connecting the source node and the destination
node. If we assume for simplicity that the synchro-
nization is perfect, each relay node transmits the STC
matrix simultaneously and the received symbol vector at
the destination node will be the superposition of each
column of each STC code. The equivalent noise vector
contains the AWGN at the destination node as well
as the amplified and re-encoded noise vectors at the
relay nodes. As a result the PEP expression of the AF
cooperative MIMO system with the adaptive DSTC can
be derived as

P(C1 → C2 | Φeq) = Q

(
∥ ΦeqD(s1 − s2) ∥F√

2No

)
,

(31)
where N0 = Tr(I + ΦeqD) denotes the received
noise variance at the destination node. The expression
in (31) is equivalent to (26) if we assume that the
power of the transmitted symbol is equal to 1. We define
∆ = s1 − s2 as the distance between the code words,
and τ =

√
1

2No
ΦeqD∆∆HDHΦH

eq and we assume that
the eigenvalue decomposition of ∆∆H can be written

as V ΛV H , where V stands for a unitary matrix that
contains the eigenvectors of ∆∆H and Λ contains all
the eigenvalues of the square of the distance vector.
Since the statistical information of the channel matrices
F SR and GRD are known at the destination node and
have zero mean and variance is equal to 1, their product
can be considered as a Gaussian random variable with
zero mean and variance equal to

√
2
2 . Therfore, we have

E[DV V HDH ] = 1
2INT . The expression of the error

probability is given by

Θ(c) = E [exp(−cξ)] = E

[
exp(−c

√
1

2No
[Φeq∆∆HΦH

eq])

]
= E

[
exp

(
−c

√
1

2No
[ΦeqDV ΛV HDHΦH

eq]

)]
= det

(
I +

c

2
√
2N0

ΦeqΛΦH
eq

)−1

,

(32)
where c = a + jb is the variable defined in the MGF
with a = 1

4 and b is a constant. By inserting (32)
into the pairwise error probability expression in [20], we
can obtain the exact PEP of the adaptive DSTC scheme
written as

Pe =
1

2J

J∑
i=1

{ℜ[Φ(c)] + b

a
ℑ[Φ(c)]}+ EJ , (33)

where EJ → 0 as J → ∞.
Since the PEP is proportional to (32), it is clear

that minimizing the PEP is equal to maximizing the
determinant of I + c

2
√
2No

ΦeqΛΦH
eq . As a result, the

optimization problem can be written as

Θopt(c) = argmax
l

Θl(c), l = 1, 2, ... (34)

where Θl(c) stands for the lth candidate code matrix.
For simplicity the candidate code matrices are generated
randomly and satisfy the power constraint. In order to
obtain the adjustable code matrix we can first randomly
generate a set of matrices, and then substitute them
into (32) to compute the determinant. In the simulation,
we randomly generate 500 code matrices and choose
the optimal one according to the FD-ARMO algorithm.
The optimal code matrix with the largest value of the
determinant which achieves the minimal PEP will be
employed at the relay node. A summary of the FD-
ARMO is given in Table III.

VI. SIMULATIONS

The simulation results are provided in this section
to assess the proposed scheme and algorithms. The
cooperative MIMO system considered employs an AF
protocol with the Alamouti STBC scheme [18] using
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TABLE III
SUMMARY OF THE FD-ARMO ALGORITHM

1: Choose the N × T STC scheme used at the relay node
2: Determine the dimension of the adjustable code matrix Φ

which is N ×N
3: Compute the eigenvalue decomposition of ∆∆H

and store the result in Λ
4: Generate a set of Φ randomly

with the power constraint Tr(ΦeqkΦ
H
eqk

) ≤ PR

5: For all Φ, compute

Θ(c) = det
(
I + c

2
√

2N0
ΦeqΛΦH

eq

)−1

6: Choose the code matrix according to
Θopt(c) = argmaxl Θl(c)

7: Store the optimal code matrix Φopt at the relay node

QPSK modulation in a quasi-static block fading channel
with AWGN. It is also possible to employ the DF
protocol or use different number of antennas and relay
nodes with simple modification. The system is equipped
with nr = 1 relay node and N = 2 antennas at each
node. In the simulations, we set both the symbol power
and the noise variance σ2 as equal to 1, and the power
of the adjustable code matrix in the ARMO algorithms
are normalized.

The upper bounds of the distributed-Alamouti (D-
Alamouti), the randomized Alamouti (R-Alamouti) in
[10] and the adaptive Alamouti STC in C-ARMO RLS
algorithm are shown in Fig. 2. The theoretical pairwise
error probabilities provide the largest decoding errors
of the three different coding schemes and as shown in
the figure, by employing a randomized matrix at the
relay node it decreases the decoding error upper bound.
The bounds become tighter to the respective coding
schemes as the SNR increases. The comparison of the
simulation results in a better BER performance of the
R-Alamouti and the D-Alamouti which indicates the
advantage of using the randomized matrix at relay nodes.
The C-ARMO RLS algorithm optimizes the randomized
matrices after each transmission which contributes to
a lower error probability upper bound, and the ML
detection algorithm provides the optimal performance at
the cost of a higher computation complexity.

The proposed C-ARMO SG algorithm with a linear
MMSE receiver is compared with the SM scheme and
the traditional RSTC algorithm using the D-Alamouti
STBC scheme in [5] with nr = 1 relay node in Fig. 3.
The number of antennas N = 2 at each node and the
effect of the direct link is considered. The results illus-
trate that without the direct link, by making use of the
STC or the RSTC technique, a significant performance
improvement can be achieved compared to the spatial

Fig. 2. BER performance vs. Eb/N0 for the upper bound of the
Alamouti schemes without the Direct Link

Fig. 3. BER performance vs. Eb/N0 for C-ARMO SG Algorithm
with and without the Direct Link

multiplexing system. The RSTC algorithm outperforms
the STC-AF system, while the C-ARMO SG algorithm
can improve the performance by about 3dB as compared
to the RSTC algorithm. With the consideration of the
direct link, the results indicate that the diversity order
can be increased, and using the C-ARMO SG algorithm
an improved performance is achieved with 2dB of gain
as compared to employing the RSTC algorithm and 3dB
of gain as compared to employing the traditional STC-
AF algorithm.

In Fig. 4, BER curves of different Alamouti coding
schemes and the proposed C-ARMO RLS algorithm with
and without the direct link using an ML detector are
compared. By comparing the curves in Fig. 3 and in
Fig. 4, it is noticed that by making use of the ML de-
tector, the performance of the different Alamouti coding
schemes achieve the full diversity order and lower error
probabilities. In Fig. 4, the R-Alamouti scheme improves
the performance by about 4dB without the direct link
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Fig. 4. BER performance vs. Eb/N0 for C-ARMO RLS Algorithm
with and without the Direct Link

compared to the D-Alamouti scheme, and the C-ARMO
RLS algorithm provides a significant improvement in
terms of gains compared to the other two schemes. When
the direct link is considered, all the coding schemes can
achieve the full diversity order and obtain lower BER
performances compared to that without the direct link,
and still the C-ARMO RLS algorithm which optimizes
the adjustable code matrix achieves the lowest BER
performance.

The simulation results shown in Fig. 5 illustrate the
convergence property of the C-ARMO SG algorithm.
The SM, D-Alamouti and R-Alamouti algorithms obtain
nearly flat performance in BER as the utilization of
fixed STC scheme and the randomized matrix. The SM
scheme has the worst performance due to the lack of
coding gains, while the D-Alamouti scheme can provide
a significant performance improvement in terms of the
BER, and by employing the randomized matrix at the
relay node the BER performance can be further improved
when the transmission circumstances are the same as
that of the D-Alamouti. The C-ARMO SG algorithm
shows its advantage by obtaining a fast convergence
and a lower BER achievement. At the beginning of the
optimization process with a small number of sample
vectors, the C-ARMO SG algorithm achieves the BER
level of the R-Alamouti scheme because the adjustable
code matrix is generated randomly as the same as the
R-Alamouti scheme does, but with the increase in the
received symbols, the C-ARMO SG algorithm optimizes
the adjustable code matrix after each received symbol so
that it achieves a better BER performance.

The simulation results shown in Fig. 6 illustrate the
influence of the feedback channel on the C-ARMO SG
algorithm. As mentioned in Section I, the optimized code
matrix will be sent back to each relay node through a

Fig. 5. BER performance vs. Number of Samples for C-ARMO SG
Algorithm without the Direct Link

feedback channel. The quantization and feedback errors
are not considered in the simulation results in Fig. 3 and
Fig. 4, so the optimized code matrix is perfectly known
at the relay node after the C-ARMO SG algorithm;
while in Fig. 6, it indicates that the performance of the
proposed algorithm will be affected by the accuracy of
the feedback information. In the simulation, we use 4
bits to quantize the real part and the imaginary part
of the element in the code matrix Φeqkj

[i], and the
feedback channel is modeled as a binary symmetric
channel with different error probabilities. As we can see
from Fig. 6, by decreasing the error probabilities for
the feedback channel with fixed quantization bits, the
BER performance approaches the performance with the
perfect feedback, and by making use of 4 quantization
bits for the real and imaginary part of each parameter
in the code matrix, the performance of the C-ARMO
SG algorithm is about 1dB worse with feedback error
probability of 10−3.

In Fig. 7, we plot the average error probability with
respect to the SNR for the FD-ARMO algorithm and
the C-ARMO SG algorithm. Different adjustable code
matrices are used at the relay node. As explained in the
previous sections, the main difference between the FD-
ARMO and the C-ARMO algorithms is the deployment
of the feedback channel. In the theoretical derivation,
the FD-ARMO can achieve the average minimum PEP
without time for iteration and this is shown in the
simulation results. In Fig. 7, the C-ARMO curve and
the FD-ARMO curve are in the same shape because
they optimize the adjustable code matrices with the
same criterion, but 1dB of gain has obtained by the C-
ARMO SG algorithm because the exact adjustable code
matrix is transmitted back to the relay node in delay-free
and error-free feedback channel. While the FD-ARMO,
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Fig. 6. BER performance vs. number of samples for C-ARMO
algorithm with perfect and imperfect feedback links, quantization bits
= 4

Fig. 7. Full-Distributed ARMO and C-ARMO SG

according to the algorithm introduced in the previous
section, chooses the optimal adjustable code matrix by
using the statistical information of the channel before
transmission so that the performance will be influenced
but the loss of gain is less than 1dB.

VII. CONCLUSION

We have proposed centralized adaptive robust matrix
optimization (C-ARMO) algorithms for the AF coop-
erative MIMO system using a linear MMSE receive
filter and an ML receiver at the destination node. The
pairwise error probability of introducing the adaptive
DSTC in a cooperative MIMO network with the AF
protocol has been derived. In order to eliminate the
need for a feedback channel we have derived a fully-
distributed ARMO (FD-ARMO) algorithm which can
achieve a similar coding gain without the feedback as
compared to the C-ARMO algorithms. The simulation
results illustrate the advantage of the proposed ARMO

algorithms by comparing them with the cooperative
network employing the traditional DSTC scheme and
the RSTC scheme. The proposed algorithms can be used
with different DSTC schemes using the AF strategy and
can also be extended to the DF cooperation protocol.

APPENDIX A
We show how to obtain the expression of the linear

MMSE receive filter wj and the adjustable code matrix
Φeqkj

[i] in equation (7) and (8) in Section III in the
following.

The MSE optimization optimization problem is given
by

[wj [i],Φeqk [i]] = arg min
wj [i],Φeqk

[i]
E
[
∥sj [i]−wH

j [i]r[i]∥2
]
,

s.t. Tr(Φeqk
[i]ΦH

eqk
[i]) ≤ PR.

We define a cost function associated with the optimiza-
tion problem above and expand it as follows

L = E
[
∥sj [i]−wH

j [i]r[i]∥2
]
+ λ(Tr(Φeqk

[i]ΦH
eqk

[i])− PR)

= E
[
(sj [i]−wH

j [i]r[i])(sj [i]−wH
j [i]r[i])H

]
+ λ(Tr(Φeqk

[i]ΦH
eqk

[i])− PR)

= E
[
sj [i]s

∗
j [i]
]
−wH

j [i]E
[
r[i]s∗j [i]

]
− E

[
sj [i]r

H [i]
]
wj [i] +wH

j [i]E
[
r[i]rH [i]

]
wj [i]

+ λ(Tr(Φeqk
[i]ΦH

eqk
[i])− PR),

(35)
where λ stands for the Lagrange multiplier and should be
determined before the calculation. It is worth to notice
that the first and the third terms are not functions of
wH

j [i], so by taking the gradient of L with respect to
w∗

j [i] and equating the terms to 0, we can obtain

L ′
w∗

j [i]
= −E

[
r[i]s∗j [i]

]
+ E

[
r[i]rH [i]

]
wj [i] = 0.

(36)
By moving the first term in (36) to the right-hand side
and by multiplying the inverse of the auto-correlation of
the received symbol vector, we obtain the expression of
the linear MMSE receive filter as

wj [i] = R−1p.

In order to obtain the expression of the adjustable code
matrix Φeqkj

[i] we have to rewrite the received symbol
vector r[i] as

r[i] =

nr∑
k=1

Φeqk [i]Geqk [i]s̃SRk
[i] + nRD[i]

=

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i],

(37)
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where Φeqkj
[i] denotes the adjustable code matrix as-

signed to the jth received symbol s̃SRkj
[i] at the kth

relay node, and geqkj
[i] stands for the jth column of the

equivalent channel matrix Geqk [i]. By substituting (37)
into (35), the expression of L can be written as

L =E
[
sj [i]s

∗
j [i]
]
−wH

j [i]

E[(

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i] + nRD[i])s∗j [i]]

− E[sj [i]((w
H
j [i]

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i]

+ nRD[i]))H ]

+ E[(wH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i]

+ nRD[i]))HwH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]geqkj

[i]s̃SRkj
[i]

+ nRD[i])] + λ(Tr(Φeqk
[i]ΦH

eqk
[i])− PR),

and we do not have to consider the first and the second
terms because they are not functions of ΦH

eqkj
[i] so

taking the gradient of L with respect to Φ∗
eqkj

[i] these
terms will disappear. The last three terms contain the
sum of the adjustable code matrices, and we focus on
the exact jth code matrix we need and consider the rest
of the sum terms as constants. We can rewrite L as

L =− E
[
sj [i](w

H
j [i]Φeqkj

[i]geqkj
s̃SRkj

[i])H
]

+ λ(Φeqkj
[i]ΦH

eqkj
[i]− PRI)

+ E[(wH
j [i]Φeqkj

[i]geqkj
[i]s̃SRkj

[i])H

wH
j [i]Φeqkj

[i]geqkj
[i]s̃SRkj

[i]],

(38)

and by taking the gradient of L in (38) with respect to
ΦH

eqkj
[i] and equating the terms to zero, we can obtain

the adjustable code matrix as

Φeqkj
[i] = R̃

−1
P̃ ,

where R̃ = E
[
sj [i]s̃SRkj

[i]wj [i]w
H
j [i] + λI

]
and P̃ =

E
[
sj [i]s̃SRkj

[i]wj [i]g
H
eqkj

[i]
]
.

APPENDIX B

We show the detailed derivation of the C-ARMO SG
algorithm in this section. First, we have to rewrite the
received symbol vector rRkD transmitted from the kth
relay node. By employing the AF cooperative strategy

and space-time coding schemes at the relay node, the
received symbol vector at the relay nodes will be am-
plified and re-encoded prior to being forwarded to the
destination node. Let us first define the amplified symbol
vector before re-encoding as

s̃SRk
[i] = ARkD[i](F SRk

[i]s[i] + nSRk
[i])

= ARkD[i]F SRk
[i]s[i] +ARkD[i]nSRk

[i]

= FRk
[i]s[i] + nRk

[i],
(39)

where ARkD[i] denotes the N × N amplify matrix at
the kth relay node. The symbol vector s̃SRk

[i] will be
mapped to an N×T space-time code matrix M(s̃), and
multiplied by an adjustable code matrix which is gener-
ated randomly before being forwarded to the destination
node. By substituting (39) into (4), the relationship
between all the relay nodes and the destination node can
be written as

rRD =

nr∑
k=1

Φeqk [i]Geqk [i](FRk
[i]s[i] + nRk

[i]) + nRD[i]

=

nr∑
k=1

Φeqk [i]Dk[i]s[i] + nD[i]

=

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj [i] + nD[i],

(40)
where the NT × N matrix Dk[i] contains all the
channel information between the source node and the
kth relay node, and between the kth relay node and
the destination node. The noise vector at the destination
node nD[i] is Gaussian with covariance matrix σ2(1 +
Tr(

∑nr

k=1 Φeqk [i]Dk[i]))IN . By substituting (40) into
(5), we can rewrite the MSE optimization problem as

[wj [i],Φeqkj
[i]] = arg min

wj [i],Φeqkj
[i]

E

∥sj [i]−wH
j [i](

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj [i] + nD[i])∥2

 ,

s.t. Tr(
N∑
j=1

Φeqkj
[i]ΦH

eqkj
[i]) ≤ PR.

(41)

By taking the instantaneous gradient of L in (35) with
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13

respect to w∗
j [i] and Φ∗

eqkj
[i] we can obtain

∇Lw∗
j [i]

= ∇E
[
∥sj [i]−wH

j [i]r[i]∥2
]
w∗

j [i]

= (sj [i]−wH
j [i]r[i])H∇w∗

j [i]
(sj [i]−wH

j [i]r[i])

= −e∗j [i]r[i],

∇LΦ∗
eqkj

[i] = ∇E[∥sj [i]−wH
j [i]

(

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj [i] + nRD[i])∥2]Φ∗

eqkj
[i]

= ∇Φ∗
eqkj

[i](sj [i]−wH
j [i]

(

nr∑
k=1

N∑
j=1

Φeqkj
[i]dkj [i]sj [i] + nRD[i])∥2)H

(sj [i]−wH
j [i]r[i])

= −ej [i]s
∗
j [i]wj [i]d

H
kj
[i],

(42)
where ej [i] stands for the jth detected error. By employ-
ing step sizes β and µ for the receive filter and the code
matrix recursions, respectively, we obtain the C-ARMO
SG algorithm derived as

wj [i+ 1] = wj [i] + β(e∗j [i]r[i]),

Φeqkj
[i+ 1] = Φeqkj

[i] + µ(ej [i]s
∗
j [i]d

H
kj
[i]wj [i]).
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Abstract—An adaptive randomized distributed space-time cod-
ing (DSTC) scheme and algorithms are proposed for two-hop
cooperative MIMO networks. Linear minimum mean square
error (MMSE) receivers and an amplify-and-forward (AF) coop-
eration strategy are considered. In the proposed DSTC scheme, a
randomized matrix obtained by a feedback channel is employed
to transform the space-time coded matrix at the relay node.
Linear MMSE expressions are devised to compute the parameters
of the adaptive randomized matrix and the linear receive filter.
A stochastic gradient algorithm is also developed to compute
the parameters of the adaptive randomized matrix with reduced
computational complexity. We also derive the upper bound of
the error probability of a cooperative MIMO system employing
the randomized space-time coding scheme first. The simulation
results show that the proposed algorithms obtain significant
performance gains as compared to existing DSTC schemes.

I. INTRODUCTION

Multiple-input and multiple-output (MIMO) communication
systems employ multiple collocated antennas at both the
source node and the destination node in order to obtain the
diversity gain and combat multi-path fading in wireless links.
The different methods of space-time coding (STC) schemes,
which can provide a higher diversity gain and coding gain
compared to an uncoded system, are also utilized in MIMO
wireless systems for different numbers of antennas at the
transmitter and different conditions of the channel. Coop-
erative MIMO systems, which employ multiple relay nodes
with antennas between the source node and the destination
node as a distributed antenna array, apply distributed diversity
gain and provide copies of the transmitted signals to improve
the reliability of wireless communication systems [1]. Among
the links between the relay nodes and the destination node,
cooperation strategies, such as Amplify-and-Forward (AF),
Decode-and-Forward (DF), and Compress-and-Forward (CF)
[2] and various distributed STC (DSTC) schemes in [3], [4]
and [17] can be employed.

The utilization of a DSTC at the relay node in a cooperative
network, providing more copies of the desired symbols at
the destination node, can offer the system diversity gains
and coding gains to combat the interference. The recent
focus on the DSTC technique lies in the delay-toleration
code design and the full-diversity schemes design with the
minimum outage probability. In [5], the distributed delay-
tolerant version of the Golden code [6] is proposed, which
can provide full-diversity gain with a full coding rate. An
opportunistic DSTC scheme with the minimum outage proba-
bility is designed for a DF cooperative network and compared
with the fixed DSTC schemes in [7]. An adaptive distributed-
Alamouti (D-Alamouti) STBC design is proposed in [8] for

the non-regenerative dual-hop wireless system which achieves
the minimum outage probability. DSTC schemes for the AF
protocol are discussed in [9]-[10]. In [9], the GABBA STC
scheme is extended to a distributed MIMO network with full-
diversity and full-rate, while an optimal algorithm for design
of the DSTC scheme to achieve the optimal diversity and
multiplexing tradeoff is derived in [10].

The performance of cooperative networks using different
strategies has been widely discussed in the literature. In [11],
an exact pairwise error probability of the D-Alamouti STBC
scheme is derived according to the position of the relay
node. In [12], a bit error rate (BER) analysis of the D-
Alamouti STBC scheme is proposed. The difference between
these two works lies in the different cooperative schemes
considered. A maximum likelihood (ML) detection algorithm
for a MIMO relay system with DF protocol is derived in
[13] with its performance analysis as well. The symbol error
rate and diversity order upper bound for the scalar fixed-
gain AF cooperative protocol are given in [14]. The use of
single-antenna relay nodes and the DF cooperative protocol
is the main difference in scenario between [14] and this
work. An STC encoding process is implemented at the source
node in [15], which decreases the output of the system and
increases the computational complexity of the decoding at
the destination node. In [16], the BER upper bound is given
without a STC scheme at the relay node.

In this paper, we propose an adaptive randomized distributed
space-time coding scheme and algorithms for a two-hop coop-
erative MIMO relaying system with the AF protocol and linear
MMSE receivers. We focus on how the randomized matrix
affects the DSTC during the encoding and how to optimize
the parameters in the matrix. It is shown that the use of a
randomized matrix benefits the performance of the system by
lowering the upper bound compared to using traditional STC
schemes. Linear MMSE expressions are devised to compute
the parameters of the adaptive randomized matrix and the
linear receive filter. Then an adaptive optimization algorithm
is derived based on the MSE criterion, with the stochastic
gradient (SG) algorithm in order to reduce the computational
complexity of the optimization process. The updated random-
ized matrix is transmitted to the relay node through a feedback
channel that is assumed in this work error free and delay free.
The upper bound pairwise error probability of the randomized-
STC schemes (RSTC) in a cooperative MIMO system which
employs multi-antenna relay nodes with the AF protocol is
also analyzed.

The paper is organized as follows. Section II introduces
a two-hop cooperative MIMO system with multiple relays
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applying the AF strategy and the randomized DSTC scheme.
In Section III the proposed MMSE expressions and the SG
algorithm for the randomized matrix are derived, and the
analysis of the upper bound of pairwise error probability using
the randomized D-STC is shown in Section IV. Section V
focuses on the results of the simulations and Section VI leads
to the conclusion.

II. COOPERATIVE MIMO SYSTEM MODEL

The communication system under consideration is a two-
hop cooperative MIMO system which employing multiple
relay nodes and communicating over channels from the source
node to the relay nodes and the destination node, and from
the relay nodes to the destination nodes as shown in Fig.
1. A modulation scheme is used in our system to generate
the transmitted symbol vector s[i] at the source node and all
nodes have N antennas. There are nr relay nodes that employ
the AF cooperative strategy as well as a DSTC scheme. The
system broadcasts symbols from the source to nr relay nodes
as well as to the destination node in the first phase. The
symbols are amplified and re-encoded at each relay node
prior to transmission to the destination node in the second
phase. We consider only one user at the source node in our
system that has N Spatial Multiplexing (SM)-organized data
symbols contained in each packet. The received symbols at
the k − th relay node and the destination node are denoted
as rSRk

and rSD, respectively, where k = 1, 2, ..., nr. The
received symbols rSRk

are amplified before mapped into an
STC matrix. We assume that the synchronization at each node
is perfect. The received symbols at the destination node and
each relay node are described by

rSRk
[i] = F k[i]s[i] + nSRk

[i], (1)

rSD[i] = H[i]s[i] + nSD[i], (2)

i = 1, 2, ... , N, k = 1, 2, ... nr,

where the N × 1 vector nSRk
[i] and nSD[i] denote the zero

mean complex circular symmetric additive white Gaussian
noise (AWGN) vector generated at each relay and the destina-
tion node with variance σ2. The transmitted symbol vector s[i]
contains N parameters, s[i] = [s1[i], s2[i], ..., sN [i]], which
has a covariance matrix E

[
s[i]sH [i]

]
= σ2

sI , where E[·]
stands for expected value, (·)H denotes the Hermitian operator,
σ2
s is the signal power which we assume to be equal to 1

and I is the identity matrix. F k[i] and H[i] are the N × N
channel gain matrices between the source node and the kth

relay node, and between the source node and the destination
node, respectively.

After processing and amplifying the received vector
rSRk

[i] at the kth relay node, the signal vector s̃SRk
[i] =

ARkD[i](F k[i]s[i] + nSRk
[i]) can be obtained and then for-

warded to the destination node. The amplified symbols in
s̃SRk

[i] will be re-encoded by a N×T DSTC scheme M(s̃[i])
and then multiplied by an N ×N randomized matrix R[i] in
[19], then forwarded to the destination node. The relationship
between the k − th relay and the destination node can be
described as

RRkD[i] = Gk[i]R[i]MRkD[i] +NRkD[i], (3)

k = 1, 2, ..., nr,

where the N × T matrix MRkD[i] is the DSTC matrix
employed at the relay nodes whose elements are the amplified
symbols in s̃SRk

[i]. The N × T received symbol matrix
RRkD[i] in (3) can be written as an NT × 1 vector rRkD[i]
given by

rRkD[i] = Reqk [i]Geqk [i]s̃SRk
[i] + nRkD[i], (4)

where the block diagonal NT ×NT matrix Reqk [i] denotes
the equivalent randomized matrix and the NT × N matrix
Geqk [i] stands for the equivalent channel matrix which is the
DSTC scheme M(s̃[i]) combined with the channel matrix
GRkD[i]. The NT × 1 equivalent noise vector nRkD[i] gen-
erated at the destination node contains the noise parameters
in NRkD[i]. After rewriting RRkD[i] we can consider the
received symbol vector at the destination node as a N(nr+1)
vector with two parts, one is from the source node and another
one is the superposition of the received vectors from each
relay node. Therefore, the received symbol vector for the
cooperative MIMO system can be written as

r[i] =

[
H[i]s[i]∑nr

k=1 Reqk [i]Geqk [i]s̃SRk
[i]

]
+

[
nSD[i]
nRD[i]

]
= DD[i]s̃D[i] + nD[i],

(5)
where the (T + 1)N × (nr + 1)N block diagonal matrix
DD[i] denotes the channel gain matrix of all the links in
the network which contains the N × N channel coefficients
matrix H[i] between the source node and the destination
node, the NT × N equivalent channel matrix Geqk [i] for
k = 1, 2, ..., nr between each relay node and the destination
node. The (nr + 1)N × 1 noise vector nD[i] contains the
received noise vector at the destination node and the amplified
noise vectors from each relay node, which can be modeled
as additive white Gaussian noise (AWGN) with zero mean
and covariance matrix σ2(1+ ∥ Reqk [i]Geqk [i]ARkD[i] ∥2F )I ,

where ∥ X ∥F=
√
Tr(XH ·X) =

√
Tr(X ·XH) is the

Frobenius norm.

III. DESIGN OF LINEAR MMSE RECEIVERS AND
RANDOMIZED MATRICES

In this section, we design an adaptive linear MMSE receive
filter and an MMSE randomized matrix for use with the
proposed DSTC scheme. An adaptive SG algorithm [18] for
determining the parameters of the randomized matrix with
reduced complexity is also devised. The DSTC scheme used at
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the relay node employs an MMSE randomized matrix, which
is computed at the destination node and obtained by a feedback
channel and processes the data symbols prior to transmission
to the destination node.

A. Optimization Method Based on the MSE Criterion

Let us consider the MMSE design of the receive filter and
the randomized matrix according to the optimization problem

[W [i],Req[i]] = arg min
W [i],Req[i]

E
[
∥s[i]−WH [i]r[i]∥2

]
,

where r[i] is the received symbol vector at the destination node
which contains the randomized matrix to be optimized. If we
only consider the received symbols from the relay node, the
received symbol vector at the destination node can be derived
as

r[i] = DD[i]s̃D[i] + nD[i]

= Req[i]Geq[i]A[i]F [i]s[i] +Req[i]Geq[i]A[i]nSR[i]

+ nRD[i]

= Req[i]C[i]s[i] + nD[i],
(6)

where C[i] is an NT × N matrix that contains all the
complex channel gains and the amplified matrix assigned
to the received vectors at the relay node, and the noise
vector nD is a Gaussian noise with zero mean and variance
σ2(1+ ∥ Req[i]Geq[i]A[i] ∥2F ). We can then recast the
optimization as

[W [i],Req[i]] =

arg min
W [i],Req [i]

E
[
∥s[i]−WH [i](Req[i]C[i]s[i] + nD[i])∥2

]
.

(7)
By expanding the righthand side of (7) and taking the gradient
with respect to W ∗[i] and equating the terms to zero, we can
obtain the linear MMSE receive filter

W [i] =
(
E
[
r[i]rH [i]

])−1
E
[
r[i]sH [i]

]
, (8)

where the first term denotes the inverse of the auto-correlation
matrix and the second one is the cross-correlation matrix.
Define r̃ = C[i]s[i] +C[i]nSR, then the randomized matrix
can be calculated by taking the gradient with respect to R∗[i]
and equating the terms to zero, resulting in

R[i] =
(
WH [i](E

[
r̃[i]r̃H [i]

]
)W [i]

)−1

E
[
s[i]r̃H [i]

]
W [i],

(9)
where E

[
r̃[i]r̃H [i]

]
is the auto-correlation of the space-

time coded received symbol vector at the relay node, and
E
[
s[i]r̃H [i]

]
is the cross-correlation. The expression above

requires a matrix inversion with a high computational com-
plexity.

B. Adaptive Randomized Matrix Optimization Algorithm

In order to reduce the computational complexity and achieve
the optimal performance, an adaptive randomized matrix op-
timization (ARMO) algorithm based on an SG algorithm
is devised. The MMSE problem is derived in (7), and the
MMSE filter matrix can be calculated by (8) first during the
optimization process. The simple ARMO algorithm can be

obtained by taking the instantaneous gradient term of (7) with
respect to the randomized matrix Req

∗[i], which is given by

∇LReq
∗[i]

= ∇E
[
∥s[i]−WH [i](Req[i]C[i]s[i] + nD[i])∥2

]
Req

∗[i]

= −(s[i]−WH [i]r[i])sH [i]CH [i]W [i]

= −e[i]sH [i]CH [i]W [i],
(10)

where e[i] stands for the detected error vector. After computing
(10), the ARMO algorithm can be obtained by introducing a
step size into an SG algorithm to update the result until the
convergence is reached as given by

R[i+ 1] = R[i] + µ(e[i]sH [i]CH [i]W [i]), (11)

where µ stands for the step size of the ARMO algorithm. The
complexity of calculating the randomized matrix is O(2N),
which is much less than that of the calculation method derived
in (9). As mentioned in Section I, the randomized matrix will
be sent back to the relay nodes via a feedback channel which
is assumed to be error-free in this work. However, in practical
circumstances, the errors caused by the broadcasting and the
diversification of the feedback channel with time changes will
affect the accuracy of the received randomized matrix at the
relay nodes.

IV. PROBABILITY OF ERROR ANALYSIS

In this section, the upper bound of the pairwise error
probability of the system employing the randomized DSTC
will be derived. As we mentioned in the first section, the
randomized matrix will be considered in the derivation as
it affects the performance by reducing the upper bound of
the pairwise error probability. For the sake of simplicity, we
consider a 2 by 2 MIMO system with 1 relay node, and the
direct link is ignored in order to concentrate on the effect of
the randomized matrix. The expression of the upper bound is
also stable for the increase of the system size and the number
of relay nodes.

Consider an N × N STC scheme we use at the relay
node with L codewords. The codeword C1 is transmitted
and decoded to another codeword Ci at the destination node,
where i = 1, 2, ..., L. According to [20], the probability of
error can be upper bounded by the sum of all the probabilities
of incorrect decoding, which is given by

Pe ≤
L∑

i=2

P(C1 → Ci). (12)

Assuming the codeword C2 is decoded at the destination
node and we know the channel information perfectly at the
destination node, we can derive the pairwise error probability
as
P(C1 → C2 | R)

= P(∥ R1 −GRC1 ∥2F − ∥ R1 −GRC2 ∥2F> 0 | Req)

= P(∥ r1 −ReqGeqFs1 ∥2F
− ∥ r1 −ReqGeqFs2 ∥2F> 0 | Req),

(13)
where F and Geq stand for the channel coefficient matrix
between the source node and the relay node, and between
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the relay node and the destination node, respectively. The
randomized matrix is denoted by Req . Define H = GeqF ,
which stands for the total channel coefficients matrix. After
the calculation, we can transfer the pairwise error probability
expression in (13) to

P(C1 → C2 | Req) = P(∥ ReqH(s1 − s2) ∥2F< Y ), (14)

where Y = Tr(n1HReqH(s1−s2)+(ReqH(s1−s2))Hn1),
and n1 denotes the noise vector at the destination node with
zero mean and covariance matrix σ2(1+ ∥ ReqGeq ∥2F )I .
By making use of the Q function, we can derive the error
probability function as

P(C1 → C2 | Req) = Q

(√
γ

2
∥ ReqH(s1 − s2) ∥F

)
,

(15)
where

Q =
1√
2π

∫ ∞

x

exp

(
−u2

2

)
du, (16)

and γ is the received SNR at the destination node assuming
the transmit power is equal to 1.

In order to obtain the upper bound of P(C1 → C2 | Req)
we expand the formula ∥ ReqH(s1−s2) ∥2F . Let UHΛsU be
the eigenvalue decomposition of (s1 − s2)H(s1 − s2), where
U is a Hermitian matrix and Λs contains all the eigenvalues
of the difference between two different codewords s1 and
s2. Let V HΛRV stand for the eigenvalue decomposition of
(ReqHU)HReqHU , where V is a random Hermitian matrix
and ΛR is the ordered diagonal eigenvalue matrix. Therefore,
the probability of error can be written as

P(C1 → C2 | Req) = Q


√√√√γ

2

NT∑
m=1

N∑
n=1

λRmλsn |ξn,m|2

 ,

(17)
where ξn,m is the (n,m) − th element in V , and λRm

and
λsn are eigenvalues in ΛR and Λs, respectively. According
to [20], a good upper bound assumption of the Q function is
given by

Q(x) ≤ 1

2
e

−x2

2 . (18)

Thus, we can derive the upper bound of pairwise error prob-
ability for a randomized STC scheme as

P(C1 → C2 | Req) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λRmλsn |ξn,m|2
)
,

(19)
while the upper bound of the error probability expression for
a traditional STC is given by

P(C1 → C2 | Heq) ≤
1

2
exp

(
−γ

4

NT∑
m=1

N∑
n=1

λsn |ξn,m|2
)
.

(20)
With comparison of (19) and (20), it is obvious to note that
the eigenvalue of the randomized matrix is the difference,
which suggests that employing a randomized matrix for a STC
scheme at the relay node can provide an improvement in BER
performance.

Fig. 2. BER performance v.s. Eb/N0 for the upper bound of the R-Alamouti
scheme without the Direct Link

V. SIMULATIONS

The simulation results are provided in this section to assess
the proposed scheme and algorithms. The cooperative MIMO
system considered employs an AF protocol with the Alamouti
STBC scheme [20] using QPSK modulation in a quasi-static
block fading channel with AWGN. The simulation system with
1 relay node and 2 antennas at each node. In the simulations,
we define both the symbol power and the noise variance σ2

for as equal to 1, and the power of the adaptive randomized
matrix in the ARMO algorithm are normalized to the same
transmission power of that in the R-Alamouti.

The upper bounds of the D-Alamouti and the randomized D-
Alamouti derived in the previous section are shown in Fig. 2.
The theoretical pairwise error probabilities provide the largest
decoding errors of the two different coding schemes and as
shown in the figure, by employing a randomized matrix at the
relay node it decreases the decoding error upper bound. The
comparison of the simulation results in BER performance of
the R-Alamouti and the D-Alamouti indicates the advantage
of using the randomized matrix.

The proposed ARMO algorithm is compared with the
SM scheme and the traditional RSTC algorithm using the
distributed-Alamouti (D-Alamouti) STBC scheme in [17] with
nr = 1 relay nodes in Fig. 3. The number of antennas
N = 2 at each node and the effect of the direct link are
considered. The results illustrate that without the direct link,
by making use of the STC or the RSTC technique, a significant
performance improvement can be achieved compared to the
spatial multiplexing system. The RSTC algorithm outperforms
the STC-AF system, while the ARMO algorithm can improve
the performance by about 3dB as compared to the RSTC
algorithm. With the consideration of the direct link, the results
indicate that the cooperative diversity order can be increased,
and using the ARMO algorithm achieves an improved per-
formance with 2dB of gain as compared to employing the
RSTC algorithm and 3dB of gain as compared to employing
the traditional STC-AF algorithm.

The simulation results shown in Fig. 4 illustrate the con-
vergence property of the ARMO algorithm. The SM, D-
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Fig. 3. BER performance v.s. Eb/N0 for ARMO Algorithm with and without
the Direct Link

Fig. 4. BER performance v.s. Number of Samples for ARMO Algorithm
without the Direct Link

Alamouti and the randomized D-Alamouti algorithms obtain
nearly flat performance in BER as the utilization of fixed
STC scheme and the randomized matrix. The SM scheme
has the worst performance due to the lack of coding gains,
while the D-Alamouti scheme can provide a significant perfor-
mance improvement in terms of the BER improvement, and
by employing the randomized matrix at the relay node the
BER performance can decrease further when the transmission
circumstances are the same as that of the D-Alamouti. The
ARMO algorithm shows its advantage in a fast convergence
and a lower BER achievement. At the beginning of the
optimization process with a small number of samples, the
ARMO algorithm achieves the BER level of the D-Alamouti
one, but with the increase of the received symbols, the ARMO
algorithm achieves a better BER performance.

VI. CONCLUSION

We have proposed an adaptive randomized matrix optimiza-
tion (ARMO) algorithm for the randomized DSTC using a

linear MMSE receive filter at the destination node. The pair-
wise error probability of introducing the randomized DSTC in
a cooperative MIMO network with the AF protocol has been
derived. The simulation results illustrate the advantage of the
proposed ARMO algorithm by comparing it with the coop-
erative network employing the traditional DSTC scheme and
the fixed randomized STC scheme. The proposed algorithm
can be used with different distributed STC schemes using the
AF strategy and can also be extended to the DF cooperation
protocol.
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