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C. Adaptive Algorithms TABLE |

. . THE A-RLS ADAPTIVE ALGORITHM FOR WLCMV-JIO
Two adaptive algorithms, namely Augmented RLS

(A-RLS) and Structured RLS (S-RLS), are developed for
the WLCMV-JIO scheme to estimatg, p(:) andw, (7).
1) Augmented RLSOne straightforward way is to apply the

RLS adaptation based on the augmented received vegtoy,
i.e., the A-RLS algorithm. Either (8) or the adaptation of the
rank-reduction matrix§,, p(7) in (9) requires estimating the in-
verse of a matrix. According to the matrix inversion lemma, for
example, we can updaf®, (i) as

R = AR — 1) = A k() ()R (i - 1), (10)
where the gain vector is TABLE Il

/\’1R71 i — 1)1, (i THE S-RLS ADAPTIVE ALGORITHM FOR WLCMV-JIO
i) = i = Drai)

L+ A rH ()R, (i — Lra(d) (11)

andA is the forgetting factor which is a positive constant close
to but less than 1. Similarly, the updatesl_bjl(i) can be per-
formed by replacing the relevant variables w}{:).

To estimateR,gal(i), we avoid the direct matrix inversion by
applying the matrix inersion lemma and obtain

R (i) = (wo(Dywl (i) + 61p) ™"

RYARR Y010
‘W(“ 6Hmmw)' (12)

2) Structured RLSin A-RLS, the calculation oR, * (i) re-
quires the calculation of parameters with a dimensiof /f,
which is computationally inéftient especially whef is large.
By exploiting the structured property of the augmented cova%
ance matrixR, as shown in (4), the adaptive estimation algo
rithm can be |mpIemented in a much moreaént way [6]. Let
us rewriteR, (i) as

whereuv(i) = P(i)a(60)+Q(i)a*(6) andT = 2a(fo)w;’ (i)+
B p. The expression faf, p(i) in (18) breaks the calcula-
tion of matrices in the denominator fra2d/ down toA/, which
reduces the computational complexity.

The A-RLS and S-RLS algorithms of WLCMV-JIO are sum-
arized in Tables | and 1, wheig,, §, 6y, 64 are initialization
scalars to ensure the numerical stability.

In what follows, we compare the proposed algorithms with
the full-rank LCMV-RLS algorithm [17], the JIO-RLS scheme
RL(i) = [P(i) Qi) ] (13) based on the LCMV criterion (denoted by LCMV-JIO-RLS)
“ Q") P*(i) |’ [13], as well as the full-rank WLCMV methods in terms of both

: I T A-RLS and S-RLS adaptations.
where it follows thatP = P~ and@ = @Q°. Thereby, the

estimation ofR, (i) can be broken down into the calculation . COMPLEXITY ANALYSIS
of P(¢) andQ(4), respectively, so as todece the computational

complexity. By inserting (13) into (10), we can obtain The computational complexity of the proposed WLCMV-JIO

algorithms and other considered schemes is estimated and com-
P@i) = XY PG - 1) — ¢ Y(@)x(i)x (i) (14) pared in Table lll. Fig. 2 illustrates the total number of complex
Q) = 2"1Q(i — 1) — ¢ Y D)x()xT (7)), (15) additions and multiplications per iteration per symbol for each

algorithm as a function at/, where the rank of the JIO schemes

where is chosen ag) = 6. It can be observed that the complexity of
z(i) = P(t — 1)r(i) + Q(i — 1)r™(4) (16) WLCMV-JIO-S-RLS is only slightly higher than the full-rank
c(i) = A+ 2-R{z" ()r(d)}. (17) LCMV-RLS, but it exhibits a lower complexity than the A-RLS

algorithms, which are basexh both the WLCMV-JIO and the
Moreover, applying (13) to (9) and using the property of cofy|1.rank WLCMV.

jugate symmetry, we get

Son(i) = IV. SIMULATION RESULTS
i P This section presents the Sigftatinterference plus Noise
'U(I’ 3 ( Rfl ; . .
1,*(2-) wg (i) + Q*( 1) Tyup Ry, (i) Ratio (SINR) performance of the proposed algorithms and the
other considered schemes. The output SINR of the reduced-rank
( (60)" P(i) + @ (60)Q" (i) ) TR (i), (i) + 77, algorithms can be calculated by
(18)
h o . ) . "baH(l)Sf (1) R 5550, p (i)W (1)
For simplicity, we consider the constraint= 1 and assume that all the SINR(Z) = 7 i , (19)
users transmit real-valued data, i.e., strictly non-circular. wi ()8 (1) Ro inSa,p(1)wa (1)



