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Reduced-Rank Interference Suppression for
DS-CDMA Based on Interpolated FIR Filters

Rodrigo C. de Lamare and Raimundo Sampaio-Neto

Abstract— Reduced-rank receivers based on interpolated finite
impulse response (FIR) filters for direct sequence code divi-
sion multiple access (DS-CDMA) systems are proposed and a
novel scheme where the interpolator is rendered time-varying
is introduced. The interpolated minimum mean squared error
(MMSE) and constrained minimum variance (CMV) solutions
are derived for both receiver and interpolator to mitigate multiple
access interference (MAI) and intersymbol interference (ISI) in
a downlink scenario.

Index Terms— Interference suppression, multiuser detection,
DS-CDMA, interpolated filters, reduced-rank receivers.

I. INTRODUCTION

REDUCED-RANK interference suppression for DS-
CDMA is useful in situations where the processing gain

N is large and/or it is desirable to reduce the number of pa-
rameters for estimation [1]-[4] for convergence and complexity
issues. Interpolated FIR (IFIR) filters [5],[6] have been widely
applied in the context of digital filtering, although their use for
parameter estimation in communications remains unexplored.
These structures retain the advantages of original FIR filters,
show better convergence rate and can reduce the computational
burden for parameter estimation, due to the reduced number
of elements. In this letter, a novel IFIR scheme for the
suppression of MAI and ISI with IFIR filters is proposed
and supervised and blind solutions for both interpolator and
receiver are presented. The new structure uses a more effective
time-varying interpolator rather than the fixed interpolator
approach of [6].

II. DS-CDMA SYSTEM MODEL

Consider the downlink of a synchronous DS-CDMA system
with K users, N chips per symbol and Lp paths. Assuming
that the receiver is synchronized and the channel is constant
during each symbol interval, the received signal after filtering
by a chip-pulse matched filter and sampled at chip rate yields
the (M = N + Lp − 1) × 1 received vector

r(i) =
K∑

k=1

Akbk(i)h(i) � sk + η(i) + n(i) (1)

where n(i) = [n1(i) . . . nM (i)]T is the complex Gaussian
noise vector with E[n(k)nH(i)] = σ2I, where (.)T and
(.)H denotes transpose and Hermitian transpose, respectively,
E[.] stands for ensemble average, bk(i) ∈ {±1 + j0} is
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Fig. 1. Reduced-rank CDMA receiver structure.

the symbol for user k with j2 = −1, η(i) is the ISI, the
amplitude of user k is Ak, the channel vector is h(i) =
[h0(i) . . . hLp−1(i)]T , the symbol � denotes convolution
and sk = [ak(1) . . . ak(N)]T is the signature sequence for the
k-th user.

III. LINEARLY INTERPOLATED CDMA RECEIVERS

The underlying principles of the proposed CDMA receiver
structure are detailed here. Fig. 1 shows the structure of
an IFIR receiver, where an interpolator and a reduced-rank
receiver that are time-varying are employed. The M × 1
received vector r(i) = [r(i)

0 . . . r
(i)
M−1]

T is filtered by

the interpolator filter vk(i) = [v(i)
k,0 . . . v

(i)
k,NI−1]

T , yielding
the interpolated received vector rk(i), which is projected
onto an M/L × 1-dimensional vector r̄k(i). This procedure
corresponds to removing L − 1 samples of rk(i) of each set
of L consecutive ones, and then computing the inner product
of r̄k(i) with the M/L-dimensional vector of filter coefficients
wk(i) = [w(i)

k,0 . . . w
(i)
k,M/L−1]

T .
The projected interpolated observation vector r̄k(i) =

Drk(i) is obtained with the aid of the M/L × M projection
matrix D that is mathematically equivalent to signal decima-
tion on the M × 1 vector rk(i). An interpolated receiver with
interpolation factor L can be designed by choosing D as:

D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 . . . 0 0 0 0 0
...

...
...

...
...

...
...

...
...

...
...

0 . . . 0︸ ︷︷ ︸
(m−1)L zeros

1 0 . . . 0 0 0 0 0

...
...

...
...

...
. . .

...
...

...
...

...
0 0 0 0 0 . . . 0︸ ︷︷ ︸

(M/L−1)L zeros

1 0 . . . 0︸ ︷︷ ︸
(L−1) zeros

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)
where m (m = 1, 2, . . . ,M/L) denotes the m-th row. The

strategy, that allows us to devise solutions for both interpolator
and receiver, is to express the estimated symbol xk(i) =
wH

k (i)r̄k(i) as a function of wk(i) and vk(i) :

xk(i) = vH
k (i)

[
ṙ(i)
0 | . . . | ṙ(i)

M/L−1

]
w∗

k(i) = vH
k (i)�(i)w∗

k(i)
(3)
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where uk(i) = �(i)w∗
k(i) is an NI × 1 vector, (.)∗ denotes

complex conjugate, the M/L coefficients of wk(i) and the
NI elements of vk(i) are assumed to be complex, the asterisk
denotes complex conjugation and ṙs(i) is a length NI

segment of the received vector r(i) beginning at rs×L(i)
and

�(i) =

⎡
⎢⎢⎢⎢⎢⎣

r
(i)
0 r

(i)
L . . . r

(i)
(M/L−1)L

r
(i)
1 r

(i)
L+1 . . . r

(i)
(M/L−1)L+1

...
...

. . .
...

r
(i)
NI−1 r

(i)
L+NI

. . . r
(i)
(M/L−1)L+NI−1

⎤
⎥⎥⎥⎥⎥⎦

(4)

IV. INTERPOLATED MMSE RECEIVERS

The MMSE solutions for wk(i) and vk(i) can be computed
if we consider the optimization problem whose cost function
is

JMSE(wk(i),vk(i)) = E
[
||bk(i)−vH

k (i)�(i)w∗
k(i)||2

]
(5)

By minimizing (5) with respect to wk(i) and vk(i) the inter-
polated Wiener filter/receiver and interpolator weight vectors
are

wk(i) = R̄−1
k (i)p̄k(i) (6)

vk(i) = R̄−1
uk

(i)p̄uk
(i) (7)

where R̄k(i) = E[r̄k(i)r̄H
k (i)], p̄k(i) = E[b∗k(i)r̄k(i)],

r̄k(i) = �T (i)v∗
k(i), R̄uk

(i) = E[uk(i)uH
k (i)], p̄uk

(i) =
E[b∗k(i)uk(i)] and uk(i) = �(i)w∗

k(i). The novel structure
trades off a full-rank matrix inversion against the inversion of
two matrices with rank M/L and NI . We remark that (6) and
(7) are not closed-form solutions for wk(i) and vk(i) since
(6) is a function of vk(i) and (7) depends on wk(i) and thus
it is necessary to iterate (6) and (7) with an initial guess to
obtain a solution.

V. INTERPOLATED CMV RECEIVERS

Consider the M × Lp constraint matrix Ck that contains
one-chip shifted versions of the signature sequence of user
k:

Ck =

⎡
⎢⎢⎢⎢⎢⎣

ak(1) 0
...

. . . ak(1)

ak(N)
...

0
. . . ak(N)

⎤
⎥⎥⎥⎥⎥⎦

(8)

The interpolated CMV receiver parameter vector wk and the
interpolator parameter vector vk are obtained by minimizing

JMV (wk,vk) = E
[
||xk(i)||2

]
= E

[
||vH

k (i)�(i)w∗
k(i)||2

]
(9)

subject to the proposed constraints CH
k DHwk(i) = g(i) and

||vk(i)|| = 1, where g(i) is an Lp × 1 channel vector to be
determined. Note that the proposed constraint ||vk(i)|| = 1
ensures adequate design values for the interpolator filter vk,
whereas CH

k DHwk(i) = g(i) avoids the suppression of the

desired signal. Using the method of Lagrange multipliers, the
expressions for both receiver and interpolator are

wk(i) = R̄k(i)−1DCk(CH
k DHR̄k(i)−1DCk)−1g(i) (10)

vk(i) = arg min
vk

vH
k R̄uk

(i)vk (11)

The solution to vk(i) is the eigenvector of R̄uk
(i), which

corresponds to the minimum eigenvalue, via singular value
decomposition (SVD). As occurs with the MMSE approach
we iterate (10) and (11) with an initial guess to obtain a CMV
solution. Note also that (10) assumes the knowledge of the
channel. However, in applications where multipath is present
these parameters are not known and thus channel estimation is
required. To blindly estimate the channel, we adopt the method
of [7], [8]:

ĝ(i) = arg min
g

gHCH
k R−1(i)Ckg (12)

subject to ||ĝ|| = 1, where R(i) = E[r(i)rH(i)] and whose
solution is the eigenvector corresponding to the minimum
eigenvalue of the Lp × Lp matrix CH

k R(i)−1Ck through
SVD.

VI. NUMERICAL RESULTS

The performance of the proposed receivers in different
situations and loads is assessed and compared with the MMSE
[9] and CMV [7] full-rank, the eigen-decomposition (PC)
[1], [2], the partial despreading (PD) [3] and the multi-stage
Wiener filter (MWF) [4] reduced-rank techniques with rank
D. The DS-CDMA system employs Gold sequences of length
N = 31. Since the channel length is not known a priori, we
will assume that Lp = 6 is an upper bound for all scenarios.
The channel coefficients for the users are hl(i) = plαl(i),
where αl(i), l = 0, 1, 2, is obtained with Clarke’s model
[10]. We show the results in terms of the normalized Doppler
frequency fdT (cycles/symbol). We use three-path channels
with relative powers given by 0, −3 and −6 dB, where in each
run the second and third paths delays are uniformly distributed
between 1 and 5 chips. The phase ambiguity derived from
channel estimation is eliminated in our simulations by using
the phase of g(0) as a reference to remove the ambiguity.
The received powers of the interferers are log-normal random
variables with associated standard deviation 6 dB, λ = 0.998
and fdT = 0.0025 for all experiments. The matrix R̄k is
estimated as ˆ̄Rk(i) = 1

i

∑i
n=1 λi−nr̄k(n)r̄H

k (n), where λ is
the forgetting factor. For the MMSE receivers [9], a pilot
channel (with known transmitted symbols) is used for the
estimation of ˆ̄pk(i) = 1

i

∑i
n=1 λi−nr̄k(n)b∗k(n) and ˆ̄puk

(i) =
1
i

∑i
n=1 λi−nuk(n)b∗k(n) in (6) and (7), respectively, whereas

for blind receivers, the signature sequence is assumed to be
known. The remaining receiver techniques employ analogous
recursions. For moderate fading processes, p̄k and p̄uk

can be
estimated as described above, whereas for very fast fading the
receivers have to be modified as suggested in [9]. To obtain the
most adequate dimension for the interpolator vk(i), we have
conducted experiments with values ranging from NI = 3 to
NI = 6. The results indicated that the best performance is
achieved with NI = 3 for a wide range of scenarios and
parameters such as N , Lp and K. Note that for the MWF
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(a) MMSE Receivers:K=10 users

Full−rank(M=36)          
INT(L=2,M/L=18)−fix. int.
INT(L=2,M/L=18)          
INT(L=3,M/L=12)          
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PC(D=K)                  
PD(D=18)                 
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MWF(D=4)                 
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(b) Blind Receivers: K=8 users

CMV−Full−rank(M=36)          
CMV−INT(L=2,M/L=18)−fix. int.
CMV−INT(L=2,M/L=18)          
CMV−INT(L=3,M/L=12)          
CMV−INT(L=4,M/L=9)           
PC−Wang & Poor(D=K)          

Fig. 2. SINR performance for both (a) MMSE and (b) CMV (or blind)
receivers.

in the scenario considered, the use of D = 4 stages achieved
the best performance, for the PC method in supervised [1]
and blind (Wang & Poor) [2] modes we applied SVD, and
the blind channel estimation of (12) [8] was used for all blind
receivers.

In Fig. 2 we show the SINR [2] convergence performance
of the analyzed receiver techniques. The curves show that the
INT technique with L=2 and M/L=18 elements is superior to
the full-rank receiver, whereas the INT(L=3,M/L=12) is close
to the full-rank one, for both MMSE and CMV (blind) design
approaches. Note that the INTs have a faster convergence
performance than the full-rank and other reduced-rank tech-
niques. Also, the use of a design criterion for the interpolator
vk can significantly increase the performance as compared to
the fixed interpolator version of the INT(L=2,M/L=18)-fix. int.
with vk = [0.5 1 0.5] [6] (also used as an initial guess, i.e.
vk(0), for the new scheme).

The BER performance of the MMSE and blind receivers
is illustrated in Figs. 3 and 4, where the curves are obtained
after processing 2000 symbols averaged by 100 independent
experiments. The results show that the INT(L=2,M/L=18)
achieves the best BER performance, followed by the full-rank
receiver, the INT(L=3,M/L=12), and the remaining techniques.
For the blind receivers, the subspace receiver of Wang and
Poor [2] has good performance for a small number of users
(K). However, as K is increased, the INT receivers outperform
it.

In terms of complexity, the INT requires the inversion
of matrices with rank M/L and NI (in blind mode the
interpolator requires an SVD for an NI ×NI matrix instead of
an inversion), whereas the full-rank requires an M×M matrix
inversion, PD requires an D×D matrix inversion, PC requires
an M × M matrix SVD, and the MWF requires orthogonal
decompositions.

VII. CONCLUSIONS

Reduced-rank receivers for DS-CDMA systems based on
IFIR filters were presented and a new scheme where the
interpolator is made time-varying was proposed. The novel
structure was compared to previously reported methods and
offers a very attractive trade-off between performance and
complexity.

0 2 4 6 8 10 12 14 16

10
−2

10
−1

10
0

E
b

/N
0

 (dB)

BE
R

(a) MMSE Receivers: K=8 users

Full−rank(M=36)
INT(L=2,M/L=18)
INT(L=3,M/L=12)
INT(L=4,M/L=9) 
PC(D=K)        
PD(D=18)       
PD(D=9)        
MWF(D=4)       

2 4 6 8 10 12 14 16

10
−2

10
−1

10
0

Number of users (K)

BE
R

(b) MMSE Receivers: E
b

/N
0

 = 15 dB

Full−rank(M=36)
INT(L=2,M/L=18)
INT(L=3,M/L=12)
INT(L=4,M/L=9) 
PC(D=K)        
PD(D=18)       
PD(D=9)        
MWF(D=4)       

Fig. 3. BER versus (a) Eb/N0 and (b) Number of users (K).
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(a) Blind Receivers: K=8 users
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Fig. 4. BER versus (a) Eb/N0 and (b) Number of users (K) for CMV
receivers.
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